Ensuring Security and Confidentiality in NHS Organisations

Protecting the Security of Information in NHS Organisations

NHS Scotland Information Security Policy


NHS SCOTLAND INFORMATION SECURITY POLICY

	NHS SCOTLAND

INFORMATION SECURITY POLICY STATEMENT

The objective of this Information Security Policy is to safeguard the confidentiality, integrity and availability of all forms of information
 within NHS Scotland.  Information is one of our most valuable assets and it is essential that we have adequate safeguards to ensure that it is not lost or compromised.  NHS Scotland data may be extremely personal to patients or staff, may influence the treatment patients receive and may be required reliably and urgently. The Security Policy covers the unauthorised disclosure of information.

Policy

The purpose of this Policy is to protect personal and corporate information from all threats, whether internal or external, deliberate or accidental. This Policy correctly applied and adhered to will achieve a comprehensive and consistent approach throughout NHS Scotland, ensure business continuity, and minimise both the likelihood of occurrence and the impact of any actual security incidents and breaches.

It is the Policy of NHS Scotland to ensure that:

· Information will be protected against unauthorised access
.

· Confidentiality of information required through regulatory and legislative requirements will be assured.

· Integrity of information will be maintained
.

· Information will be available to authorised personnel as and when required.

· Regulatory and legislative requirements will be met
.

· Business Continuity Plans will be produced, maintained and tested.

· Information security training will be available to all staff.

· All breaches of information security, actual or suspected, will be reported to and investigated by an IT Security Officer
.

A comprehensive framework is in place to support this policy.  This takes the form of a series of policy, standards and best practice guideline documents on all aspects of IT security in NHS Scotland organisations.  These are available under IT Security on the SHOW website.  They will be upgraded regularly as required.

All persons involved in the handling of information in the NHS have a legal duty of confidence towards patients, reinforced through their contract of employment (or equivalent formal relationships) with NHS Scotland).  A breach of patient confidentiality resulting from a breach of agreed procedures has always been and will remain a serious disciplinary matter.

The purpose of setting down a single national policy for IT security in the NHS in Scotland is to ensure a consistent high standard of security across NHS Scotland.

Organisations within NHS Scotland are required to make arrangements for adequate levels of computer audit to be undertaken. Their Internal Audit function will review and report upon the controls and security levels that operate currently within computer installations and applications. Specifically, Internal Audit will report on the compliance with this national policy on IT Security.  

The Scottish Executive Health Department (SEHD) will arrange for the Policy to be reviewed annually.


This document has been amended to provide guidance for NHS Scotland Boards in best information systems security practice.  The document is subject to change to ensure it includes policies statements to cover any new service offering, any subsequent updates to security standard ISO17799, and to ensure it remains compliant to any amendments to applicable laws and regulations as the exigencies of security requirements demand them.  These updates and amendments will be shown as versions in the table below.
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Introduction

All NHS Scotland Health Boards have a legal duty to protect the data that are held on patients and staff.  There is also a regulatory requirement to protect all NHS Scotland corporate data.  In order to meet this requirement, the policy document sets out the principles for handling information collected, processed and stored on and transferred between computers and related equipment in use throughout NHS Scotland. It also covers the management control arrangements designed to assure that these principles work in practice.

The objective of IT and information security is to ensure the confidentiality, integrity and availability of information, and accountability for users, while minimising the risk of loss through the implementation of such standards, controls and procedures as underpin this policy.

The purpose of IT and information security is to safeguard NHS Scotland information within a secure environment.  We recognise that information security is critical to the business needs of NHS Scotland and its individual organisations.  This policy is intended to be fully consistent and compatible with policies and practices confirmed by the Scottish Executive Health Department (SEHD) within NHS Scotland.  This policy applies to all information systems, networks, applications, locations and users of any of the above within NHS Scotland.





1.0
Scope

This policy has been prepared by the Scottish Executive Health Department and shall be applied by all organisations and their departments in NHS Scotland.  The scope of each department's Information Security Management Forum (ISMF) shall be defined.  The boundaries shall be defined in terms of the characteristics of the organisation, its location, assets and technology.  The ISMF scope is the basis upon which audits will be conducted and certification may be sought.  The scope statement shall not deceive, either intentionally or unintentionally, by implying the organisation has capabilities over and above those assessed.  The scope statement may be formally amended by the ISMF according to changes arising in the course of business or the provision of information services in NHS Scotland.

Information is defined as manually held records; electronic data; microfiche;information can be recorded or input; transported or transmitted; or stored as manual or computer data, on paper, magnetic media or as computer print-outs.  Information can also held on X-ray film, on video or audio tapes.

In addition, the secure storage and use of any person identifiable records is included within the scope of this policy.

This policy applies to NHS Scotland employees and all others who directly or indirectly use or support NHS Scotland information or computing services.

The document is subject to change to ensure it includes policy statements to cover any new service offering, any subsequent updates to security standard ISO17799, and to ensure it remains compliant to any amendments to applicable laws and regulations as the exigencies of security requirements demand them.

Information Security policy scope BS7799-2:2002 1.0 applies


1.1
Applicability

NHS Scotland Boards and their Divisions are covered by this Policy, which should be adapted to reflect local appointments, references and specific circumstances.  While this policy is intended to be generic across NHS Scotland, certain aspects may have to be adapted to reflect the discrete requirements of each organisation (e.g. some job titles may not currently exist within one organisation).  All principles must still apply.

Where appropriate, elements of this policy will be applied to independent contractors, suppliers, and their staff when engaged to work within the organisations that comprise NHS Scotland.  The policy aims to assure four fundamental principles of security awareness, accountability, authority, assurance and awareness.

The guidance in this document aims to ensure that:

· Information Management and Technology (IM&T) and/or eHealth systems used in NHS Scotland are properly assessed to ensure that corporate procedures, responsibilities and IT security objectives, in particular the legal requirements, are met;

· appropriate and proportionate levels of security have been identified and are in place to maintain the confidentiality, integrity and availability of information and information systems;

· all staff are aware of their roles and responsibilities for information security, their accountability for their actions and the limits of their own authority;

· a means is established to communicate awareness of information security issues, their impact on other NHS Scotland organisations for management, users and other staff.

1.2
Statement of information security policy principles

NHS Scotland actively focuses on the following:

· developing a security culture through training and awareness events and by providing awareness education and training materials;

· adhering to Scottish, national UK and European policy, standards and best practice guidelines for security and data protection in the NHS;

· managing Incident Reporting, so that all security incidents are reported and recorded using the Incident Reporting Form shown in Appendix E.

This framework addresses four fundamental security principles - authority, accountability, assurance and awareness.

1.2.1 Authority - to Act
1.2.2 Accountability - for actions
1.2.3 Assurance - that required actions are being taken
1.2.4 Awareness - by individuals, of the actions required of them
Its objectives are to ensure that:

· all Information Technology (IT) systems used in NHS Scotland are properly assessed to ensure that corporate procedures, responsibilities and IT security objectives, in particular the legal requirements, are fully met;

· appropriate levels of security are in place to maintain the confidentiality, integrity and availability of information and information systems; and 

· all employees are aware of the limits of their authority and the levels of their accountability for their actions. 


1.2.1 Authority – to act

· All actions by IT systems or individuals using IT systems must conform to this policy, to comply with national NHS and legal requirements;

· NHS Scotland, its separate bodies and agencies, must maintain an organised security infrastructure through which IT security matters can be discussed, approved and monitored;

· each IT system requires an organised System Security Policy within which personnel using each system are authorised to act; 

· Only correctly authorised persons may access IT systems;

· Access will be restricted to information required for the authorised person’s job function on a need to know basis;

· Updating and other activities, which could affect the integrity of information, will be restricted to authorised and authenticated persons needing to do so as part of their job functions;

· Controls and restrictions will be imposed to ensure that access to IT systems is restricted to such authorised and authenticated persons at designated terminals, workstation, laptops or any hand-held IT device (memory stick, PDA, Blackberry, smartphone, etc);

· Access to NHS Scotland systems from external networks or via dial-up communication lines must be treated as extremely vulnerable and be subject to an additional layer or additional layers of security;

· Access will be restricted to information required for the authorised person's job function, and to processes which enable the authorised person to perform that function optimally;

· All IT equipment and media are protected from physical loss or damage, whether caused by accidental or malicious means;

· All personnel are given appropriate and proportionate authority, defined within job descriptions, for their use of NHS Scotland systems. 




1.2.2
Accountability - for actions

· Staff who authorise the development, purchase or procurement of IT systems will be responsible for ensuring that the specification conforms with the purpose or purposes for which the systems are required;

· Developers or procurers of IT systems, including service providers, will be responsible for ensuring that systems produce results as specified, are fully compliant, and provide adequate means of security;

· Operators of IT systems, including service providers, will be responsible for ensuring that they are suitably protected from security risks;

· Where an IT system may be accessed by more than one user, each user of such shared IT systems will have a unique and verifiable identity
;

· All transactions on shared IT systems should be attributable to the individual who initiated them;

· Interaction with external shared systems will be recorded and monitored;

· All staff, contractors and service providers who use or influence the use of NHS Scotland IT systems must conform to the standards expected and described in the IT Security Manual - MEL(1993)59;

· Specific security related responsibilities required of key personnel will be defined in their job description and in secure operating procedure documentation, and a rolling programme of staff education will be initiated in line with section 1.2.4. (Awareness).  The advice given in IT Security Manual Volume 9 Secure Operating Procedures applies;

· Compliance with the terms and conditions expressed in the NHS Scotland Information Security Policy will be enforced through NHS Scotland conduct and disciplinary procedures for staff, or through contractual arrangements for external contractors or service providers;

· There will be a regular audit of external contractors and service providers in respect of their need for access to systems and data and their awareness of responsibilities regarding security and confidentiality.




1.2.3
Assurance - that required actions are being taken

· NHS Scotland will apply appropriate security in accordance with this policy to all its systems on the basis of perceived system risks, business criticality and management priority.  This will enable the development and maintenance of procedures and best practice guidelines for staff;

· Contingency and recovery procedures ensuring an acceptable level of service and control will be considered for all IT systems and an appropriate contingency plan will be prepared where it is required.  All contingency plans will be maintained and tested regularly as part of an ongoing IT Security management programme;

· NHS Scotland is required to make arrangements for adequate levels of computer audit to be undertaken.  The Internal Audit function will review and report at defined intervals upon controls and security levels, which operate at a general and application level.  Specifically, Audit should report upon the degree of compliance of NHS Scotland with this policy, derived from national policy and standards, and recommend alterations based on perceived gaps or derogations from standards;

· A list of the principle legislation and formal administrative guidance on IT Security with which NHS Scotland bodies must currently comply is provided in the file Risk Management Framework - Legislation and Regulations.htm;

· Service Level Agreements (SLAs) defining the required availability must exist between the provider of a system and its users;

· All breaches of IT Security and other security incidents will be recorded and investigated and reported initially to the Health Board Information Services Manager, IT Manager, or designated IT Security Officer, and to the Information Security Consultant at NISG.  Where a breach of IT security is likely to affect patient care, or to become public knowledge, the NISG must be informed immediately.  It is the NISG’s responsibility to ensure that any breach of IT security is fully investigated and the findings documented, and that standards and procedures are reviewed following the result of the investigation. 




1.2.4
Awareness - by individuals, of the actions required of them

· All NHS Scotland staff will be made aware of their responsibilities in maintaining an adequate level of IT Security;

· All NHS Scotland staff with access to IT systems will be kept aware of this IT Security Policy and of relevant standards and procedures;

· All staff required to use IT systems will be adequately trained in their security-related roles and responsibilities and in the correct use of those systems;

· All staff must sign a copy of the NHS Scotland Confidentiality Statement, as issued by their local organisation;

· All third party contractors, agents or others who need access to NHS Scotland IT systems will be made aware of these requirements.




1.3
Information security

Information security can be defined as protecting the confidentiality, integrity and availability of data and information.  The objective is to detail and assess the risks associated with the use of information management and technology systems, including issues of confidentiality, integrity, availability and accountability.  

Confidentiality
data access is confined to those with specified authority to view the data

Integrity
all system assets are operating correctly according to specification and in the way the current user believes them to be operating

Availability
information is delivered to the right person, when it is needed

Accountability
information that is delivered cannot be repudiated by the sender




1.4
Individual IT system requirements

· Each IT system must be adequately protected in the light of the perceived risks to that system. 

· Information must be protected against loss, disclosure and corruption at all stages of data handling (i.e. during processing, transmission and storage).

· A security risk analysis must be performed for each new and replacement system. Initial analysis should commence during the initial design stage, but in any event must be completed before the system specification is completed. 

· A written System Security Policy statement (SSP) spelling out the required level of security must be incorporated into, or annexed to, the specification for all new and replacement IT systems.

Volume 8 Statement of Systems Security Policy of the IT Security Manual (1993) applies.

Click here for a sample of a System Security Policy Specification
Click here for a sample of a System Security Policy Content
The aim of the Security Policy is to ensure the secure operation of all IT systems used by NHS Scotland. The objectives of the policy are to ensure that:

· all IT systems used in NHS Scotland are properly assessed for security in all its aspects;

· appropriate and proportionate levels of security are in place to maintain the confidentiality, integrity and availability of information and IT systems;

· all staff are aware of the limits of their authority and the levels of their accountability;

· a means is established to communicate appropriate guidance on these issues.

2.0
Terms and definitions

This section defines terms and definitions used elsewhere in the policy. For a full reference see ISO17799.  ISO17799 is an international and recognised Information Security Management Standard,.  The International Organisation (ISO) first published it for standardisation in December 2000.  While there are other “Guidelines” and “Best Practices”, ISO17999 is the only Standard for Information Security Management.

2.1
Definitions

Information Security - As defined by ISO17799, information security is characterised as the preservation of: 

· Confidentiality - ensuring that information is accessible only to those authorised to have access

· Integrity - safeguarding the accuracy and completeness of information and processing methods

· Availability - ensuring that authorised users have access to information and associated assets when required

These definitions are maintained and referred to during this document.

Risk assessment - Assessment of threats to, impacts on and vulnerabilities of information and information processing facilities and the likelihood of their occurrence. 

Risk management - Process of identifying, controlling and minimising or eliminating security risks that may affect information systems, for an acceptable cost.

ISMS - Information Security Management System. For further information, see http://emea.bsi-global.com/InformationSecurity/index.xalter or: 

· What is an ISMS?
· The New Standard (from BSI (brochure)

3.0
Structure of information security standards

This document has been structured to illustrate the logical sequencing of the various tasks involved with ensuring information security.  The diagrams that follow show an ideal logical sequence for information security implementation, and a model hierarchy for Information security implementation countermeasures.

Diagram A - Logical sequence for information security implementation


[image: image10.wmf] 


Diagram B - Model hierarchy for information security implementation countermeasures
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The logical descriptors above are set out in this document, which provides direction for information security within NHS Scotland.

NHS Scotland will develop, implement and manage its information security policy in accordance with the standard structure and requirements of ISO/IEC 17799:2000 – Information Security Code of Practice – and BS 7799-2:2002 Information Security Management System.

The Information Security Management System is active for the lifecycle of this security policy.

This policy document will be available to all personnel, staff, contractors and third parties, working for NHS Scotland and its organisations.




3.1
Clauses

This policy will be supported by more detailed security standards and procedures, as the organisation of security within NHS Scotland aspires to adherence with the clauses and controls set out in BS7799.  These standards and procedures are:

· Security policy (this document);

· Organising information security;

· Risk assessment and management;

· Asset management;

· Human resources security;

· Physical and environmental security;

· Communications and operations management;

· Access control;

· IT systems acquisition, development and maintenance

· Information security incident management;

· Business continuity management;

· Compliance.

Each of these clauses is reflected in the organisation of this document, and reference is made to the controls that are listed for each clause above.




3.2
Main security categories

The main security categories that are shown in these clauses are:

· Information security policy;

· Information security infrastructure;

· Security of third party access;

· Outsourcing;

· Accountability for assets;

· Information classifications;

· Security in job definition and resourcing;

· User training;

· Responding to security incidents and malfunctions;

· Secure areas;

· Equipment security;

· General controls;

· Operational procedures and responsibilities;

· System planning and acceptance;

· Protection against malicious software;

· Backup;

· Network management;

· Media handling and security;

· Exchanges of information and software;

· Access Control;

· Use access management;

· User responsibilities;

· Network access control;

· Operating system access control;

· Application access control;

· Monitoring system access and use;

· Mobile computing and teleworking;

· Security requirements of systems;

· Security in application system;

· Cryptographic controls;

· Security of systems files;

· Security in development and support process;

· Aspects of business continuity management;

· Compliance with legal requirements;

· Review of security policy and technical compliance;

· System audit consideration

References to these controls within BS7799, and their relevance to policy on information standards in NHS Scotland, will be made throughout this document.  A fuller reference can be found in Appendix A: BS7799.

4.0
Risk assessment and management

Risk applies to all processes undertaken by NHS Scotland organisations.  Where appropriate general risk reduction programmes are to be coordinated with these assessment and management processes in treatment of risk.

Volume 7 Risk Analysis and Risk Management of the IT Security Manual (1993) applies.

A set of volumes on Risk Assessment and Treatment is available and is a part of the NHS Scotland policy affirmed by the SEHD.  The set comprises:

Volume 1
Policy and Guidelines
Volume 2 - National Procedures
Volume 3
Processes
Volume 4
Security Related Standards
Volume 5
Legislation and Regulation
Volume 6
Alerts and Incident Reporting
Volume 7
Selection, Training and Vetting IT Security Officers
Volume 8
Controls Matrix
These documents will be upgraded and updated as the requirements of BS7799 become more stringent on Risk Assessment, Risk Management, and Risk Treatment procedures.  They are to be seen as background materials for embodiment of the policy that is outlined below.

For full understanding of the terms that are used in risk management, see ISO Guide 73, available from British Standards Institute (BSI):




4.1
Risk analysis and management: assessing security risk

Risk assessment: the assessment of threats to, impacts on and vulnerabilities of information and information processing facilities and the likelihood of their occurrence. 

Risk analysis and management is a formal method of identifying the risks facing an information system and determining their impact (the risk analysis), and identifying and applying security control measures commensurate with and justified by these risks (the risk management). 

A risk analysis and management exercise must be completed for every new information system, when the system is significantly modified and when there has been no review during a period of time assessed as appropriate for that system. 

An information system must not attach to any NHS organisations IT Infrastructure, or remain attached, without current risk analysis and management documentation being accessible for audit.

There are three main sources of requirements for security in NHS Scotland:

· the unique set of security risks (threats and vulnerabilities) to assets, and their potential consequences for the business; 

· any statutory and contractual requirements that NHS Scotland must satisfy;and 

· any principles, objectives and requirements for information processing that the NHS has developed to support its clinical, financial and general business operations.

The implementation, or absence, of security controls in information technology must not present any major obstacles to processing these operations efficiently and effectively. The right controls and the required degree of flexibility objective must be built in from the start of the information technology planning process.




4.1.1
Purpose of risk assessment

The purpose of risk assessment is to provide a means of estimating the probability of a threat occurring to an IM&T and/or eHealth system or the data it contains, its vulnerability to damage, and the impact of any damage caused.

Risk assessment should be addressed through following the CCTA Risk Analysis and Management Method (CRAMM), though a full CRAMM study will not always be necessary.

NHS Scotland organisations will undertake a survey of their information security assets, including information systems, and make an assessment of the likely security risks, including an evaluation of the likely impact of any threats and their likely occurrence.

BS7799 requires that a risk analysis is completed and documented before controls are selected and applied.  Risk analysis requires that the organisation's assets are first identified, so that risks for each asset or type of asset can be quantified.




4.1.2
Assets

Assets can be categorised into six groups:

· Information assets;

· Paper documents;

· Software assets;

· Physical assets;

· People;

· Business - image and reputation;

· Services.

4.1.3
Asset values and potential Impacts

In order to identify which controls should be adopted, and what methods to use to impose selected controls, the value of all assets and potential impacts will be identified.  These values are to be expressed in terms of the potential impact of incidents on the delivery of health in an NHS Scotland organisation.  These impacts are aligned with healthcare governance, financial loss, revenue loss, loss of confidence in healthcare delivery, or adverse effects on the reputation of any organisation in NHS Scotland.

For each of NHS Scotland assets, and for each of the possible related losses, a value should be assigned to allow objective assessments to be made in the subsequent selection and application of controls. 

Proper assignment of ownership of IT assets must be described so that it may subsequently be followed.  That ownership should then be assigned to individuals and groups as identified by their roles and responsibilities. 

Following the assignment of ownership, a similar allocation of applicability should be assigned to the assets.

Referencing all the threats and vulnerabilities derived in risk analysis, processes must be defined and resourced to secure the relevant assets for those threats and vulnerabilities. Usually such processes are in place, but part of the assessment should be a review of the effectiveness of these processes. These processes are, in the terminology of BS7799, controls.  The final step is the documentation of the processes - these are the procedures as required by BS7799.

Each procedure should identify and/or provide:

· its owner;

· its purpose;

· its scope;

· to which individuals or groups it is addressed and who are responsible for conformance;

· the procedure itself;

· escalation procedures (if appropriate).

Individual roles and levels of responsibility are to be attributed to persons and functional groups within NHS Scotland, so that levels of responsibility are effectively undertaken and accepted by personnel and nominated groups




4.1.4
Threats

The next step in risk analysis is the identification of possible threats for each asset. Examples of threats are (but are not restricted to):

· unauthorised access to information, information systems, networks and network services;

· malicious software;

· software failure;

· re-routing of messages;

· unauthorised modification of messages or information;

· fire;

· theft;

· staff error.




4.1.5
Vulnerabilites

In addition to the consideration of threats to assets, vulnerabilities of each asset should be identified. Typical vulnerabilities are (but are not restricted to):

· Lack of or inappropriate physical protection;

· Wrong selection and use of passwords;

· Unprotected connection to external network (e.g. Internet);

· Unprotected storage of documents;

· Insufficient security training.




4.1.6
Selection and prioritisation of controls

Once assets, asset values, threats (and degree of each threat), and vulnerabilities have been identified, a quantitative prioritised list of required controls can be produced. This can be achieved using a suitable matrix based methodology.

One significant fall-out from a quantitative risk analysis is the assistance that it gives in not only the selection of controls, but in the means that such controls can be documented and implemented. Often the cost of imposing BS7799 controls can be minimised through appropriate risk analysis methodology.

It is recognised that of BS7799’s recommendations – a number of controls, divided into a number of groups - not all controls will be applicable to all organisations in NHS Scotland, and the selection of appropriate controls should be a deliverable output of Risk Analysis.  The failure to adopt relevant controls that might otherwise be adopted will have to be well justified to Auditors.

The application of controls is achieved through written Policies and Procedures, which must be assured of a commitment by all those to whom they apply. This can only be achieved by making them available to all staff, and ensuring that they have been read and understood - which in practice requires a signature of all relevant personnel to whom each Policy or Procedure applies.  This document advises all NHS Scotland managers to ensure that such documentation is reviewed by all, both on a regular basis and on any change to Policy or Procedure, and that such reviews are documented on an individual basis.  As the process of certification with digital signatures become accepted and deployed throughout NHS Scotland, and where electronic distribution of policies and compliance regulations may be deployed, then these procedures must be documented in a similar manner as that required by physical signatures.  It is essential that Auditors have full cognisance of the levels of compliance in NHS Scotland.

It is also required that any changes to either the organisation's operational practices and procedures initiate a review of the appropriate parts of BS7799, which should be amended as required and promulgated to all those to whom those changes apply.




4.1.7
Evaluation of impact

The Incident Classification Table should be used to estimate the impact.  An event does not necessarily have to be a disaster in the normally understood sense, such as a fire.  It can also be an event that simply prevents the system from operating for a period of time.  This could be machine failure, operator error, malicious interference, or even a quarantining of the computer room during an investigation for Legionnaire's Disease.

4.1.8
Assessment of effects

There can be a tendency to underestimate the likelihood of an event occurring.  Fire and malicious infiltration, such as hacking or burglary, could be likely, irrespective of the location of the assets.

	Table 3 - Incident Classification Table

	Type of Effect Level of  Effect
	Departmental Embarrassment
	Personal Safety
	Personal Privacy Infringement
	Failure to meet Legal Obligations
	Commercial Confidentiality Loss (£)
	Financial Loss
	Disruption to Activities

	Insignificant
	Contained within Department or Division
	Minor injury to individual
	Isolate personal detail revealed
	Civil suit, <£10K damages
	Up to £10K
	Up to £10K
	Up to £10K

	Minor
	Contained within Authority/Trust or NHS
	Minor injury to several people
	Isolated personal detail compromised
	Civil suit, <£10K Small fine, <£10K
	£10K to £100K
	£10K to £100K
	£10 to £100K

	Significant
	Local public or press interested and/or PQ raised
	Major injury to individual
	Several personal details revealed
	Large fine (about £10K)
	£100K to £500K
	£100K to £500K
	£100K to £500K

	Major
	National public or press aware - Commons debate
	Major injury to several people. Death of individual
	Several personal details compromised
	Custodial sentence imposed
	£500K to £1 million
	£500K to £1 million
	£500K to £1 million

	Acute
	Minister forced to resign. No confidence motion against Government
	Death of several people
	All personal details revealed and/or compromised
	Multiple civil or criminal suits
	Above £1 million
	Above £1 million
	Above £1 million


4.2
Risk analysis and management: treating security risk

Expenditure on IT security controls needs to be balanced against, and must be complementary to, the business value of the information and other IT assets at risk and the business harm likely to result from security failure.




4.2.1
Generic risk assessment and management model

The main components of the generic risk management model are to: 

· Determine the value of the business service(s) to NHS Scotland.  What is the impact of loss of confidentiality, integrity or availability of the service(s) irrespective of how this may occur? 

· Identify the assets supporting the service(s);

· Identify the threats to these assets;

· Evaluate and prioritise the risks in terms of business impact of the assets' compromise on the organisation and probability of occurrence;

· Decide how the risks are to be managed within current constraints and security requirements (e.g. organisational, financial, personnel, time, legal, technical);

· Decide on suitable controls for managing the risks and implement those not already in place;

· Review and re-assess risks and effectiveness of controls on a regular basis.




4.3
Countermeasures

4.3.1
Identification of countermeasures

When choosing countermeasures, particular attention should be paid to the cost of the countermeasure versus the level of risk and the potential cost of the damage.  It makes little sense to spend large amounts protecting a standard PC containing non-sensitive data.  Conversely, a PC containing sensitive personal- or patient-identifiable information will require special consideration.  Not only the purchase value of the computer itself but also the criticality and sensitivity of the data will influence the cost effectiveness of the countermeasure.

For supplementary advice on PCs, Volume 2 Personal Computers of the IT Security Manual (1993) applies.




4.3.2
Implementation of countermeasures

The IT Security Officer should ensure that countermeasures are implemented sensibly, efficiently and cost effectively.

There will be occasions when the countermeasures in place for one system can be used effectively for another.  For example, if a room is to be specially laid out to protect a sensitive PC system, it might be appropriate to locate a number of other systems in the same environment to take advantage of it.

The IT Security Officer should regularly re-examine the organisation's use of any countermeasures and their continuing suitability and effectiveness.  A report should be produced following the examination.

Where the countermeasures are in the process of implementation, the degree of implementation at the time of examination, and an assessment of the time required for completion should be reported.

The line manager responsible for administering each IM&T or eHealth function is responsible for the implementation of the required countermeasures.  In the event of non‑compliance, he/she accepts full responsibility for the risks to which the assets are exposed.

The implementation of countermeasures should express the following:

· Line managers have the responsibility for determining the requirements of risk analysis procedures within their own environment;

· Security risk assessment, management and treatment will follow a recognised, accepted, documented and approved method;

· The method will be appropriate to NHS Scotland needs;

· It will identify assets, assign values, identify threats and vulnerabilities, and determine business impacts and risks, using an appropriate model;
· It will use impact evaluation based on an impact classification table;
· All appropriate parties will contribute to the analysis;

· Any recommended security countermeasures will be implemented, subject to a cost/benefit analysis;

· Any recommended security countermeasure that is not implemented will have the reasons for non-implementation documented;

· Any residual risks that are accepted as the result of a security analysis must be signed off by management;

· Internal and/or External Audit will regularly review the risk analysis, risk management and risk treatment processes within NHS Scotland.

5.0 Security policy

The objective of a security policy is to provide management direction and support for information security.  An appropriate risk assessment method shall be adopted and regular risk assessments will be undertaken.  The risk assessment shall identify the threats to assets, vulnerabilities and impact.  How the risks are identified and controlled is a matter for NHS Scotland to decide, within the bounds of approved legal and effective options.  The degree of risk shall also be identified against the standard scale published by SEHD.

The data stored in information systems used by NHS Scotland represent an extremely valuable asset.  The reliance on information technology makes it necessary to ensure that these systems are developed, operated, used and maintained in a safe and secure fashion.

The need to transmit information across networks of computers including those in the health care sector renders the data more vulnerable to accidental or deliberate unauthorised modification or disclosure.

Some aspects of information security are governed by legislation, and staff in all NHS Scotland organisations are additionally under a common law obligation to preserve the confidentiality of this information.

The EU directive “For the protection of individuals with regard to the processing of personal data and the free movement of such data” is implemented in the UK via the Data Protection Act 1998.

The objectives of this security policy are:

· to preserve the confidentiality, integrity and availability of data within NHS Scotland;

· to provide management direction and support for information security.

An appropriate risk assessment method shall be adopted and regular risk assessments will be undertaken.  The risk assessment shall identify the threats to assets, vulnerabilities and impact.  How the risks are identified and controlled is a matter for the organisation to decide, within the bounds of approved legal and effective options.  The degree of risk shall also be identified against the standard scale published by SEHD.

It is essential that all information processing systems in the healthcare environment are protected to an adequate level from incidents or events which may jeopardise healthcare activities.  These events include accidents as well as behaviour deliberately designed to cause difficulties.

The purpose of an information security policy is to provide a set of rules, measures and procedures that determine the physical, procedural and logical security controls imposed on the management, distribution and protection of assets.  It is aimed at ensuring the protection of information from loss of confidentiality, integrity, and availability:

Confidentiality
data access is confined to those with specified authority to view the data.  Information must not be disclosed to anyone who does not have the authority to receive it.  Unauthorised disclosure could result in prosecution or public embarrassment resulting in a loss of confidence. Any breach of confidentiality will be treated as a disciplinary matter;

Integrity
all system assets are operating correctly according to specification and in the way the current user believes them to be operating.  Information needs to be accurate and complete.  Loss of integrity could result in incorrect treatments being administered, incorrect payments being made, and misreporting;

Availability
information is delivered to the right person, when it is needed.  Information must be available when required.  Without readily available and up to date information, organisations in NHS Scotland may be unable to provide a satisfactory standard of patient care.

System Security Policy

Need for a System Security Policy

Information systems for health care represent considerable investment to any NHS Scotland organisation, and the data stored in them form a valuable asset.  Therefore such systems require to be protected against unauthorised access, damage and misuse.  The systems security policy (SSP) defines the rules, measures and procedures that provide a framework for managing that process for each major system used within NHS Scotland.

· A security Risk Analysis must be performed for each new and replacement system prior to (or, at the latest, during) the initial User Specification;

· A written statement of System Security Policy (SSP) must be incorporated into, or annexed to, the Specification for all new or replacement computer systems;

· The statement of System Security Policy or SSP should spell out the level of security required for a particular identified and defined computer system with the aim of ensuring that the system is adequately protected in the light of the perceived risks to that system.

The SSP must address the different aspects of:- 

· physical, personnel and document security principles;

· communications security;

· hardware and software security measures;

· administrative and procedural security rules.

An SSP is prepared along the same lines whether the system is large or small, stand-alone or networked. The size of, and level of detail contained in, the document will vary substantially depending on the size of the system and the sensitivity of data processed by it.

Click here for a sample of a System Security Policy Specification
Click here for a sample of a System Security Policy Content



5.1
Information security policy

Management is required to set a clear policy direction and demonstrate support for, and commitment to, information security.  This is to be achieved through the issue and maintenance of an information security policy that is applied efficiently and effectively, across the whole of NHS Scotland.

SEHD has set a clear policy direction and demonstrates support for, and commitment to, information security through the issue and maintenance of an Information Security Policy across the organisation.  Each Health Board will follow that policy direction and commitment.

The following items are part of the requirements for the management of information security: 

· All policies and procedures must be reviewed both regularly and when influencing changes occur within the organisation.

· A management framework should be established to initiate and control the implementation of information security within the organisation.

· Allocation of responsibilities for the protection of individual assets and for carrying out specific security processes.

· Establishment of a management authorisation process for new information processing facilities, and for significant changes to existing facilities.

· Establishment of a management process for monitoring the conformance to information security policies and procedures.

· Establishment of an incident management procedure.

The Chief Executive of NHS Scotland, Chief Executives in regional Health Boards, and other Senior Management personnel within NHS Scotland are fully in support for, and have expressed their commitment to, an information security and confidentiality culture.  The level of commitment is expressed in a document signed by the Chief Executive of NHS Scotland as a “declaration of intent” to which all members of staff will adhere.  This document is attached as Appendix D.

As the issue of IT usage is now clearly defined as a requirement within corporate business plans, we can ensure that NHS Scotland does not become vulnerable to the potentially highly damaging financial, legal or political implications arising from a serious breach of security or confidentiality.

Senior management has agreed the need to formulate a clear direction for effective information systems, and information security has now been accorded a similar priority in that it is an integral part of the business strategy.  The implementation of IT security policies is a business objective.

5.1.1
Information security policy document

An information security policy document is to be approved by management, published and communicated, as appropriate, to all staff.  The policy is signed by the most appropriate senior manager, usually the Chief Executive in NHS Scotland organisations, and is assigned to an owner responsible for its maintenance to reflect changes in the risk.  The areas of risk to be managed shall be identified and the degree of assurance required shall be stated.  The policy may be succinct, with detail devolved into a strategy and supporting standards, or may aggregate by cross-reference to sub-policies covering topics or departments, for example.  In either case a single point of editorial ownership should exist to minimise overlaps, gaps and contradictory statements.

The policy must include the following:

· a definition of information security, its overall objectives and scope and the importance of security as an enabling mechanism for information sharing;

· a statement of management intent, supporting the goals and principles of information security;

· a brief explanation of the security policies, principles, standards and compliance requirements of particular importance to the organisation, for example:

· compliance with legislative and contractual requirements;

· security education requirement;

· prevention and detection of viruses and other malicious software;

· business continuity management;

· consequences of security policy violations.

· a definition of general and specific responsibilities for information security management, including reporting security incidents.

· references to documentation which may support the policy, e.g. more detailed security policies and procedures for specific information systems or security rules users should comply with.




BS7799-2:2002 A.3.1.1. applies
Policy

The objective of this Information Security Policy is to guarantee where necessary the confidentiality, integrity and availability of all forms of information
 within NHS Scotland.  Information is one of our most valuable assets and it is essential that we have adequate safeguards to ensure that it is not lost or compromised. NHS Scotland data may be extremely personal to patients or staff, may influence the treatment patients receive and may be required reliably and urgently. The Security Policy covers the unauthorised disclosure of information

The purpose of this Policy is to protect personal and corporate information from all threats, whether internal or external, deliberate or accidental. This Policy correctly applied and adhered to will achieve a comprehensive and consistent approach throughout NHS Scotland, ensure business continuity, and minimise both the likelihood of occurrence and the impact of any actual security incidents and breaches.

It is the Policy of NHS Scotland to ensure that:

· Information will be protected against unauthorised access;

· Confidentiality of information required through regulatory and legislative requirements will be assured;

· Integrity of information will be maintained;

· Information will be available to authorised personnel as and when required;

· Regulatory and legislative requirements will be met;

· Business continuity plans will be produced, maintained and tested;

· Information security training will be available to all staff.

· All breaches of information security, actual or suspected, will be reported to and investigated by an IT Security Officer.

A comprehensive framework is in place to support this policy.  This takes the form of a series of policy, standards and best practice guideline documents on all aspects of IT security in NHS Scotland organisations.  These are available under IT Security on the SHOW website, in http://www.show.scot.nhs.uk/security.  The discrete elements in this framework will be upgraded regularly as the exigencies of information security require them to be.

All persons involved in the handling of information in the NHS have a legal duty of confidence towards patients, reinforced through their contract of employment (or equivalent formal relationships) with NHS Scotland).  A breach of confidentiality resulting from a breach of agreed procedures has always been and will remain a serious disciplinary matter.

The purpose of setting down a single national policy for IT security in the NHS in Scotland is to ensure a consistent high standard of security across NHS Scotland.

Organisations within NHS Scotland are required to make arrangements for adequate levels of computer audit to be undertaken. Their Internal Audit function will review and report upon the controls and security levels that operate currently within computer installations and applications. Specifically, Internal Audit will report on the compliance with this national policy on IT Security.




5.1.2 Review of the information security policy document

The information security policy is to be reviewed regularly, in the case of influencing changes, to ensure it remains appropriate.  The policy, the Information Security Management Forum, and the risks they manage shall be subject to regular review and evaluation.  Internal Audit is required to include information security in their scope of work each year.  Internal audit, or external specialist audit consultants, should be invited to review the Policy and provide an evaluation against ISO17799 (BS7799-2:2002).

The Scottish Executive Health Department (SEHD) will arrange for the policy to be reviewed annually.

BS7799-2:2002 A.3.1.2 applies


6.0
Organising information security

Objective: To manage Information Security within the organisations that comprise NHS Scotland through an Information Security Management Forum, or ISMF, giving clear direction and support for security initiatives.




6.1
Internal organisation

There must be clear management responsibility, to manage information security within the organisation.  Each NHS Scotland organisation is to establish a management framework to control information security.

The NHS Executive’s Security and Data Protection Programme has responsibility for ensuring that NHS Scotland is able to effectively manage risks associated with the use of computer systems and networks.

The IT Security Officer for the organisation, who is responsible for the implementation and enforcement of the information security policy, will have organisational security management responsibilities for:

· monitoring and reporting on the state of information security within the organisation;

· ensuring that the information security policy is implemented throughout the organisation;

· developing and enforcing detailed procedures to maintain security;

· ensuring compliance with relevant legislation;

· ensuring that the organisation’s personnel are aware of their responsibilities and accountability for IM&T and/or eHealth security;

· monitoring for actual or potential information security breaches;

Detailed responsibility for particular systems will be delegated to the relevant systems managers.

Each organisation must appoint an IT Security Officer responsible, on behalf of the Chief Executive, for implementing, monitoring, documenting and communicating information security within NHS Scotland organisations, in compliance with all relevant international, European and United Kingdom legislation, and with national policy and guidance.

The IT Security Officer must have:

· sufficient and appropriate authority;

· direct access to IM&T, eHealth and business managers;

· information about suspected security incidents,

Responsibilities

General: The IT Security Officer is responsible for the co-ordination of all aspects of computer systems security within NHS Scotland and for ensuring that security policy and practice conforms to that defined and published by NHS Scotland Management Executive.  The role is specified by SEHD as follows:

To facilitate, monitor and document IT Security within his/her own organisation.  While the actual provision and control of IT Security may not lie within the direct authority or expertise of the IT Security Officer, the ITSO nevertheless forms the communication channel for that purpose.

· IT Security Officers must ensure that all staff within their organisation in NHS Scotland are aware of their information security responsibilities.  Job descriptions will contain explicit details of security responsibilities and authorities;

· IT Security Officers must, either through their own office or via approved third parties, monitor and report the state of information security within their own environments;

· IT Security Officers must ensure that regular risk assessments are performed on systems within their organisation.  The frequency will depend on the criticality of the system(s) and the volume of change within any area to be analysed, but should be reviewed once a year and re-assessed as necessary;

· IT Security Officers must, either through their own office or approved third parties, set up and manage the necessary projects required to implement IT security to at least the level stated in the information security policy;

· IT Security Officers must maintain an up-to-date knowledge of information technology to the extent that they are aware of changes in information security risk that may result from changes in its use and scope;

· IT Security Officers must monitor the level of information security awareness for personnel within their own organisations;

· IT Security Officers must ensure that information security awareness training is provided for all personnel having reason to use information processing devices (PCs, laptops, handhelds, etc);

· IT Security Officers must have access to any relevant documentation that underpins the information security framework.  Members of staff in the Personnel or HR Department should be encouraged to access and read these documents and keep themselves up to date;

· IT Security Officers must ensure that the reporting of incidents through the use of incident forms is facilitated for all personnel who require to use them.  An adequate stock of these report forms should be maintained;

· IT Security Officers must ensure that all breaches of information security are properly and proportionately documented, and that reporting personnel are given full assistance in completing their reports;

· Following any security breach, IT Security Officers must examine the countermeasures in force and report to the appropriate line manager on the adequacy of existing countermeasures to prevent further occurrence.  Where that report finds the countermeasures to be inadequate, the Information Security Consultant at NISG should be informed;

· When new countermeasures are installed, irrespective of the reason, they must be fully documented in the appropriate section of the documentation;

· IT Security Officers must provide a summary report, at least once a year, of all information security incidents in their organisation to the Information Security Consultant at NISG.  This report should contain adequate detail on type and classification of incidents reported;

· All serious incidents of information security breaches must be reported to the NISG Information Security Consultant as soon as possible or within three working days of occurrence at maximum;

· A serious incident of information security is defined as one that presents an active threat capable of spreading beyond the local domain.  Such a threat may be defined in human, system, or process terms.




Specific:

· Examines all systems on a regular basis to ensure that adequate security arrangements are in place and are being observed;

· Investigates all actual and suspected breaches of security, logs and provides a written report of each incident;

· Monitors, by various methods, on a regular basis, the activities of the local network support team;

· Reviews and advises on the use of sensitive utilities within NHS Scotland or one of its local organisations;

· Examines and determines the level of security required for any new production systems;

· Assesses the relative sensitivity of data used by existing and new systems and advises on the appropriate levels of security;

· Ensures that the rules for confidentiality, security and release of data for NHS Scotland conform to the NHS Scotland information security policy and are being observed by all staff;

· Develops, maintains and assures standards for the physical and other security arrangements of NHS Scotland and monitors that conformant procedures are being observed;

· Liaises with users, Management Audit Services, the Data Protection Officer, the Information Governance Officer, and other relevant management staff, on a formal basis regarding data security and audit;

· Liaises with, and provides regular reports to local information technology management and the Information Security Consultant NISG on all aspects of computer security within NHS Scotland;

· Identifies and provides mechanisms for user security training and for publicity of security policy and related procedures.




The current Information Security Consultant, NISG, is Gus Macdonald on telephone number 0131 275 6678 or mobile number 07887506088.  These contact details will be updated in all documents on change.

NHSNet and N3

· The NHSNet network and the N3 network are available to NHS personnel and authorised third party agencies only:

· The process of connection to NHSnet (and N3) is co-ordinated through NHS Telecommunications Group, NISG at nisgtelecom.nss@nhs.net .

NHS Scotland organisations will be required to adhere to the NHSnet Data Security Policy, and/or to N3 connection agreements, and sign the associated terms of agreement that apply; currently this takes the form of a Code of Connection, together with any Acceptable Use Policies that may be required.  This may require the implementation of specific security measures by organisations, by contractors within the organisations, and by any third parties who have contracts with them.  Such security measures will apply to all systems and users connected to the local area network (LAN) of NHS Scotland organisations having contact to NHSNet or N3, and to those connecting remotely.

Oversight of personal health data: the Caldicott Guardian

A senior person, preferably a senior health professional, must be appointed by each NHS organisation to oversee all procedures affecting access to personal identifiable health data.  That person must be accessible to the IT Security Officer for guidance on policy.

Each Health Board or Special Health Board now has a Caldicott Guardian responsible for developing a framework for handling confidential patient information. The guardian must have a degree of responsibility for the development of clinical governance.

NHS Scotland’s Guardian:
Dr Harry Burns, CMO. For information, click here
Caldicott: the Caldicott Action Plan

During the following years, NHS Scotland will require the following as a part of the Caldicott Guardian programme.  It can be seen that these actions will require close adherence to and dependence upon information security principles:

· A management audit of existing practices for protecting and using patient-identifiable information;

· Annual plans for improvement to be monitored through the clinical governance framework;

· The development of clear protocols to govern the processing of patient information.

Resulting Actions (1)

· Staff literature produced and amended detailing a code of conduct for confidentiality;

· All staff to be trained in confidentiality, security and data protection;

· Staff contracts will make reference to confidentiality;

· Organisations sharing patient information will sign a formal confidentiality statement;

· All departments to produce maps of any patient information flows and ensure they meet with regulations.

Resulting Actions (2)

· Individuals will be responsible for all internal information flows;

· Security Policy to be updated and distributed for all staff to adhere to its points;

· Review and formalisation of protocols governing the sharing of patient identifiable information with other organisations;

· Formal risk assessment to be conducted on all information flows;

· Security incident reporting procedure for reporting and investigation of security incidents;

· Production of user responsibilities such as regular and enforced password changes;

· Formalisation of control of access to confidential patient information.




The Data Protection Officer

The central lead for Data Protection is Patricia Ruddy, Confidentiality Lead at SEHD.

Each Health Board lodges a full, correct and up-to-date notification in its name with the Data Protection Commissioner (MEL 2000_17).

Each Health Board will observe the Caldicott principles and ensure that there is a nominated Caldicott Guardian (MEL 1999_19).

Each Health Board will appoint a person with specific responsibility for advising on and monitoring data protection practice in the organisation.

Each Health Board ensures that:

· Everyone managing and handling personal information understands that they are contractually responsible for following good data protection practice, is appropriately trained to do so and supervised;

· Anyone wishing to make enquiries about handling personal information knows whom to approach;

· Queries about handling personal information are promptly and courteously dealt with;

· Methods of handling personal information are clearly described;

· A regular review and audit is made of the way personal information is managed;

· The methods of and performance in the handling of personal information are regularly revised, assessed and evaluated.

Information Governance Co-ordinator

NHS Scotland has appointed an Information Governance Co-ordinator to co-ordinate the national Information Governance programme.  Use of this programme will facilitate compliance with BS7799 and enable the development of NHS Quality Improvement Standards (QIS).

This document will be updated as the programme develops and requires policy and standards to be updated.

The security policy, information security policy and accompanying standards will be subject to periodic requirement for update, the results of which will normally be implemented on agreement by SEHD.

Auditors

· The security policy, information security policy, their implementation and systems will be subject to periodic review by both internal and external auditors, the recommendations from which will normally be implemented unless specific dispensation is given at organisation management level;

· Any major security incident is liable to be referred to the auditors for investigation.




6.1.1 Management commitment to information security

Business, clinical and technical management must be represented in an Information Security Management Forum, tasked with reviewing and improving information security to attain compliance with ISO17799.  Where a Risk Management Forum (or its equivalent) exists, the forum may subsume information security as part of its remit.  An Executive or Senior Manager with direct responsibility for the management of information security and its operational aspects must be appointed.  Commitment must be expressed at Board level for both management of information security and its operational aspects.  This commitment by management will ensure:

· reviewing and approving information security policy and overall responsibilities;

· monitoring significant changes in the exposure of information assets to major threats;

· reviewing and monitoring security incidents;

· approving major initiatives to enhance information security;
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6.1.2
Information governance co-ordinators

Larger NHS Scotland organisations distributed over multiple locations are to ensure co-ordination of information within, and between their sites and functions.  Where appropriate for the size of the organisation, a manager is to be appointed to co-ordinate the implementation of security controls and risk management.

NHS Scotland is ensuring that information governance will develop and act as a governance arch to information management and procedures.  A website on information governance is available.

To ensure that there is co-ordination in the several areas of governance – clinical, information, data protection, freedom of information, records management, – the Information Governance lead will co-ordinate the responsibilities of these separately responsible groups and ensure that security measures are co-ordinated through a suitable cross-functional forum thta includes the IT Security Officer.  The ITSO will ensure that the forum:

· agrees specific roles and responsibilities for information security across the NHS Scotland organisation;

· agrees specific methodologies and processes for information security, e.g. risk assessment;

· agrees and supports organisation-wide information security initiatives, e.g. security awareness programme;

· ensures that security is part of the information planning process;

· assesses the adequacy and co-ordinates the implementation of specific information security controls for new systems or services;

· reviews information security incidents;

· promotes the visibility of business support for information security throughout the NHS Scotland organisation.
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6.1.3
Allocation of information security responsibilities

Where appropriate a manager may be appointed with responsibility for information security in each separate organisation in NHS Scotland.  In some circumstances the local line manager should be derogated responsibility for information within his or her division or department, particularly where the information held is considered to be confidential or sensitive.

All information must be "owned" by an identifiable and accountable manager responsible for the security of that information, regardless of the line management responsibility for its processing.

Appointment of information "guardians" such as an IT systems manager or a Finance manager does not absolve the "Owner" of any duty of care or responsibility.

The “Owner” will ensure that:

· The manager responsible for each asset or security process should be agreed and the details of this responsibility should be documented;

· Authorisation levels should be clearly defined and documented;

· The role and responsibility of each individual for information security is defined in simple, clear terms incorporated into the relevant job description, contract of employment or terms of reference.  Job definitions define those security roles and responsibilities that are laid down in the information security policy for specific posts;

· A clear, auditable chain of control and monitoring of the discharge of these responsibilities is established;

· The various assets and security processes associated with each individual system should be identified and clearly defined;

· The responsibilities for the protection of individual assets and for carrying out specific processes are clearly defined; this will include any general responsibilities for implementing or maintaining the security policy as well as any specific responsibilities for the protection of specific information assets or for particular security processes or activities;

· Members of staff have a clear understanding of their role and responsibilities for information security in order that their authorities are defined and understood.

Management should ensure that definitions of job responsibilities, working practices and induction training ensure that all members of staff are, according to their responsibilities, briefed on:

· Information Security and Policy;

· IT Security Manual, current standards and best practice documentation;

· The Copyright Design and Patents Act 

· The Computer Misuse Act 

· The Data Protection Act 

· The Freedom Of Information (Scotland) Act



It is important that all members of staff are made aware of their security responsibilities from the outset, as failure to properly inform an employee of his or her responsibility for security may leave the employer vulnerable when trying to enforce disciplinary action.

The allocation of information security responsibilities should be as follows:

· A security management framework will be established to promote good practice in each organisation in NHS Scotland;

· The most appropriate senior manager in each organisation will manage the security management framework together with an IT Security Officer;

· The manager will ensure that the local framework is::

· Appropriately and adequately resourced;

· Capable of providing information security policies and standards;

· Monitoring external information security threats and vulnerabilities;

· Compliant with standards, legislation and regulations;

· The manager and the IT Security Officer will:

· Co-ordinate information security activities within the organisation;

· Provide reviews of NHS Scotland national security processes and controls; 

· Liaise with external organisations on security matters within their area;

· Provide representation on relevant security forums, such as the ITSO Forum;

· Provide management reports on security matters when requested.

· The security management framework is responsible for ensuring that:
· the maintenance of information security is compliant with the national security policy and standards;
· there is a primary source for information security issues within their organisation;

· effective countermeasures have been identified and are being implemented for anticipated threats;

· documentation on security is available to members of staff, contractors and third parties where appropriate;

· all personnel are aware of their security responsibilities;

· suitable training is available, and is being conducted, for all staff;

· job descriptions have security responsibilities included where appropriate;

· all staff have a confidentiality agreement in contract, and sign up to its terms;

· security is a part of the local development plan;

· risk is effectively managed, and there are reviews of compliance with all standards.

· Personnel departments must ensure:

· all new staff are vetted according to the security standards required;

· all staff are familiar with and have signed up to the confidentiality requirements in contracts;

· all staff are familiar with and have signed up to the statements of compliance with IT security, Information security, use of email, and internet access, where appropriate;

· there is a disciplinary process available that conforms to national standards.

· Each individual member of staff is responsible for:

· becoming thoroughly familiar with security and information policies;

· reporting all suspected and actual security incidents, using an appropriate reporting tool;

· complying with all security policies.

· All contractors and third parties are responsible for:

· ensuring their compliance with the national security policy, standards set out in BS7799, and their own legal, contractual and regulatory requirements;

· adherence to and observation of the information security requirements of their local and contractual environments.
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6.1.4
Approval process for information processing facilities

The provision and adoption of new information services and facilities is to be subject to a risk assessment and approval by a risk management forum.  Business managers may not arbitrarily choose to introduce or implement new services, nor may IT managers similarly or arbitrarily choose to modify IT facilities or arrangements without subjecting these to a risk management procedure leading to their approval by a risk management forum. 

The risk management forum is to refer to the NHS Scotland NISG any issue that has scope for affecting other NHS Scotland organisations.  Procurement, development and re-deployment of information facilities and services are subject to the approval of the information security forum after an appropriate scoped risk assessment has been accepted. 

Where necessary, requests for recruitment references for IT users (technical or end users) may need to make particular reference to information security.

Generally, management should remain alert to signs that could indicate potential breaches in information security.  There is a considerable and unregulated market for information such as personal medical histories, current contract pricing and changes in IT procurement plans.  To enable security, the following processes should be adopted:

· New facilities should have appropriate user management approval, authorising their purpose and use. Approval should also be obtained from the manager responsible for maintaining the local information system security environment to ensure that all relevant security policies and requirements are met;

· Where necessary, hardware and software should be checked to ensure that they are compatible with other system components;

· The use of personal information processing facilities for processing business information and any necessary controls should be authorised;

· The use of personal information processing facilities in the workplace may cause new vulnerabilities and should therefore be assessed and authorised.
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6.1.5
Confidentiality agreements

Users must sign an appropriate confidentiality undertaking.  This must be part of the contract of employment for all NHS Scotland staff.  Before signing, each employee will have the conditions in the relevant clauses carefully explained, and then be required to sign only in the full knowledge of the application or these clauses to the contract of employment. This applies in particular to staff with access to personal medical data, to sensitive information or to systems processing or handling such information.

Contractors, agency staff and third party users not already covered by an existing contract containing the confidentiality undertaking are required to sign a similar confidentiality agreement prior to connection to organisational IT facilities or information security materials.

Confidentiality agreements will be reviewed when there are changes to terms of employment or contract, particularly when employees are due to leave NHS Scotland, or contracts with an organisation in NHS Scotland are due to expire.

NHS Scotland has a standard contractual confidentiality statement, which all employees must sign as a part of their standard contract.  It is as follows:

CONFIDENTIALITY

(i)
Obligations arising from Data Protection Act 1998

Particular regard should be given to your responsibility within the terms of the Data Protection Act 1998 to abide by its principles.

General Obligations


Patients


In the course of your duties you may have access to confidential material about patients.  On no account must information relating to patients be divulged to anyone other than authorised persons - for example, medical, nursing or other professional staff, as appropriate, who are concerned directly with the care, diagnosis and/or treatment of the patient.


Staff


Similarly, no information of a personal or confidential nature concerning individual members of staff should be divulged to anyone without the proper authority having first been given.


Health Service Business


You may also have access to confidential material on Health Service business which should not be divulged to anyone without the proper authority having first been given.  If you are in any doubt whatsoever as to the authority of a person or body asking for information on patients, staff or Health Service business you must seek advice from your manager. The SEHD code of practice of confidentiality of personal health information can be seen at the Personnel Management Office.


Failure to Comply with Obligations


Failure to observe these obligations will be regarded by your employers as serious misconduct, which could result in disciplinary action being taken against you including dismissal.

6.1.6
Contact with authorities

NHS Scotland organisations may obtain SEHD-sourced or other external security advice on matters relating to technical or operational security (e.g. firewalls, anti-virus measures, security related toolkits, etc)

The SEHD has appointed specialist advisers for risk management of information services contracts, projects, security and data protection.  Members of NHS National Information Services Scotland (NISG) are available to advise NHS Scotland organisations and are tasked with monitoring adherence to this policy.
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6.1.7
Contact with special interest groups

Co-operation between organisations.  The nature and role of NHS Scotland is such that it discharges its duties in conjunction with other organisations (Police, Social Services and commercial businesses such as suppliers and GP Practices).

Care must be taken to ensure that NHS Scotland information is only disclosed to approved recipients on a "Need to Know" basis.  Information from such organisations must be treated in accordance with their security requirements.

Co-operation and co-ordination on national information exchange requirements is undertaken by SEHD; local requirements may be agreed between the parties involved provided the data "owner" is willing to accept responsibility for the partner organisation, and appropriate contractual and legally binding agreements have signed by all parties.

For the purpose of inter-working, and for potential economies of scale NHS Scotland is encouraged to involve SEHD advisers at an early stage in issues that involve information transfers or security.

The following should be adhered to, so that co-ordination of information security is achieved:

· Security will be part of the planning process, and agreed to by each party;

· Security will be promoted by the participating parties;

· Methods and processes will be agreed by each party;

· Security initiatives will be agreed and supported, so that each party is cognisant of them;

· Representation from the security management bodies of each party will co-operate on security issues at levels appropriate to these issues.
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6.1.8
Independent review of information security

The SEHD information security policy requires NHS Scotland to provide internal audit capability to independently review information security and report on progress to IS17799 compliance as part of the annual audit cycle for Chief Executive Officers.  Audit Scotland will provide overview of external audits and advise SEHD of issues that it considers require further improvement, guidance or amendments to this.  The implementation of the information security policy shall be reviewed independently and a copy of the auditors report together with review provided to management.  Responses shall be provided promptly to SEHD or their representative.
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6.2
External parties

The objective is to ensure that the security of NHS Scotland information processing facilities and information assets accessed by third parties is maintained, and that the confidentiality, integrity and availability of information is assured.  External parties include other NHS organisations, the Scottish Information Commissioner, contractors whose work necessitates such access, public and charitable bodies, commercial organisations and, in extremis, individuals such as researchers, auditors and lawyers.

The permission of NISG Telecoms Group, and the NISG Information Security Consultant, is required before any data communications capability is added to any equipment (e.g. modem or ISDN line) to access NHS Scotland through NHSNet or N3, or any equipment connected to it.  This includes fax, printer, "Small Office Home Office" or SOHO devices, and any other equipment, which has such data communications capability.

The connection of IT facilities to NHS Scotland through NHSNet or N3 using public telecommunication facilities, for example public telephone lines, must be approved by the IT Security Officer and the Telecoms Group, NISG.

These two measures are required so that full visibility of the standards applied throughout the NHS Scotland IT estate is maintained.  Any permission to connect to NHSNet or N3is subject to withdrawal or suspension at any time that a threat is identified via that connection:

· Any non-compliance with the terms and conditions of a connection will result in disconnection subject to authorisation by an appropriate authorisation body, or by NISG Telecoms Group;

· Any unauthorised connection will be treated as potentially malicious, and is treated as a security incident;

· The NISG Telecoms Group has the right to order or conduct an audit against any non-standard connection. The purpose of the audit is to assure that compliance with contractual agreement to policies and standards on connection is maintained.
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6.2.1
Identification of risks related to external parties

The risks associated with third party access shall be assessed and appropriate security controls implemented.  With the increasing application of computer and telecommunications technology comes the requirement for health organisations to share information about patients and staff, and, in some cases, to allow access to IT and information resources by other parts of the NHS in Scotland and England. 

Access to NHS Scotland information facilities by third parties will not be permitted until and unless the appropriate measures have been implemented and an agreement has been signed defining the terms for the connection.

The increased level of sharing brings increased risks to the security of the data and the systems on which information is held.  Accordingly, before allowing third party access, NHS organisations within NHS Scotland must undertake a risk assessment to establish what these increased risks are, and to recommend countermeasures to reduce them.

Arrangements for third party access to NHS Scotland facilities are based on a formal contract containing, or referring to, all of the necessary security conditions to ensure that the organisation concerned can satisfy NHS Scotland security requirements.

If external third party access to services or systems in NHS Scotland is required:

· the request must be sent to the IT Security Officer who will if appropriate authorise the necessary changes. If the access is to an application system, the written approval of the IT Manager, data owner, or line manager, is required;

· a risk analysis must be carried out to identify any requirements for specific security implications and control requirements;

· the controls must be agreed and defined in an agreement with the third party;

· access to NHS Scotland facilities for third parties must not be provided until the appropriate countermeasures have been implemented and the agreement has been signed defining the terms of the connection.




As part of any such contract with third parties requiring access, the following items must be included in the agreement:

· general policy on information security;

· permitted access methods and the control and use of User IDs and passwords;

· a description of each IT service to be made available;

· a requirement to maintain a list of individuals authorised to use the service;

· times and dates when the service is to be available;

· date of expiry, extension or formal renewal of the agreement;

· respective liabilities of the parties to the agreement;

· procedures regarding protection of NHS Scotland assets including information;

· responsibility with respect to legal matters e.g. Data Protection Act and Freedom of Information (Scotland) Act legislation;

· the right to monitor and revoke user activity;

· responsibilities regarding hardware and software installation and maintenance;

· the right of audit to contractual responsibilities;

· restrictions on copying and disclosing information;

· measures to ensure the return or destruction of information and assets at the end of the contract;

· any required physical protection measures;

· mechanisms to ensure security measures are followed;

· user training in methods, procedures and security;

· measures to ensure protection against the spread of computer viruses and other malware;

· an authorisation process for user access.  In the case of access through NHSNet or N3, a formal authorisation process for accreditation will be followed;

· arrangements for reporting and investigating security incidents.

The following should also be considered:

Types of access

· physical access, e.g. to offices, computer rooms, filing cabinets;

· logical access, e.g. to NHS Scotland databases, information systems.

Reasons for access

· hardware and software support staff, who need access to system level or low level application functionality;

· joint ventures, who may exchange information, access information systems or share databases (e.g. Joint Futures and Shared Assessment requirements).

On-site contractors

· hardware and software maintenance and support staff;

· cleaning, catering, security guards and other outsourced support services;

· student placement and other casual short term appointments;

· consultants.
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6.2.2
Identification of risks related to outsourced contracts

The objective is to maintain the security of information when the task of information processing, storage or distribution has been passed to another organisation.

The security of information processing must be maintained when the responsibility for information processing has been outsourced to another organisation.

Where the management and control of all or some of its information systems is to be outsourced, networks and/or desk top environments system “Owners” shall ensure that formal contracts ensuring safe secure outsourced information systems service provision are agreed and adhered to.

While considering the controls that ensure safe and secure outsourcing, the following should be considered:

· how the legal requirements are to be met, e.g. data protection legislation;

· what arrangements will be in place to ensure that all parties involved in the outsourcing, including subcontractors, are aware of their security responsibilities;

· how the integrity and confidentiality of NHS Scotland business assets are to be maintained and tested;

· what physical and logical controls will be used to restrict and limit the access to NHS Scotland confidential data to authorised users;

· how the availability of services is to be maintained in the event of a disaster;

· what levels of physical security are to be provided for outsourced equipment;

· the right of audit.
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7.0
Asset management

There is a responsibility on all organisations in NHS Scotland to maintain full protection of organisational assets through accurate asset classification and control.

All IT equipment must be identified by a non-removable label marked in non-destructible format, identifying the asset as property of the appropriate NHS Scotland organisation, and displaying an asset number allocated by an appropriate local source where surface area allows.

A documented process of asset management during procurement, provisioning and deprovisioning must be followed.

IT Security Manual Volume 6 Procurement, Installation, Repair, Relocation and Disposal of Computer Systems applies.
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7.1
Responsibility for assets

The responsibility for NHS Scotland information security assets rests with their ownership by the relevant NHS Scotland organisation.  A list of the major assets associated with each information system must be maintained.  Each asset must be clearly identified and its ownership and security status agreed and documented.

Health Boards must ensure that inventories of information assets are maintained by those organisations in their regions.

7.1.1
Inventory of assets

The assets within the scope of the risk assessment should be positively identified, valued and documented.

An inventory must be drawn up of the major assets associated with each information system.  The inventory should clearly identify each asset, its value to the organisation and its ownership.  Assets include:

· hardware

· software  

· data and information

· services 

Asset inventories help to ensure that effective security protection is maintained.

The following information should be collected:

For all hardware items:

· location

· type (make, model, configuration)

· supplier

· maintenance agreement

· replacement value – i.e., net present value at procurement or purchase

· serial number

For all software:

· supplier

· configuration

· maintenance details

· interfaces

· serial number

For data/information:

· data types and classifications

· access controls

For services:

· power supplies

· telecommunications

This information must be gathered and maintained on a regular basis.  Many NHS Scotland organisations will have existing IT asset registers, which can form the basis of such an inventory, although some of them cover hardware only at present.

The inventory will be checked on a regular basis.

The inventory will be protected against any unauthorised modification or change.
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7.1.2
Assets ownership

For the purposes of security, senior management should identify one “owner” for each convenient logical or physical set of assets.  For shared systems, agreement should be reached such that one person is the owner for security purposes.  The owner is responsible for:

· identifying all the assets within the area of responsibility;

· specifying the limitations imposed by security factors on the use of assets;

· determining who can use the assets, and what type of access each user is allowed;

· appropriate security protection for the assets;

· ensuring compliance with security controls.

Responsibilities of an owner commence at the initiation of a project.  For example, for a stand‑alone PC, the user would be appointed as the owner from the time he/she is first made responsible for it.  For a larger system, owners should be identified at the time the user requirements are determined. The following should be considered during an inventory:

· information assets: databases and data files, system documentation, user manuals, training material, operational or support procedures, continuity plans, fallback arrangements, archived information;

· software assets: application software, system software, development tools and utilities;

· physical assets: computer equipment (desktop PC units, monitors, laptops), communications equipment (routers, PABXs, fax machines, answering machines), magnetic media (tapes and disks), other technical equipment (power supplies, air-conditioning units), furniture, accommodation;

· services: computing and communications services, general utilities, e.g. heating, lighting, power, air-conditioning.
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7.1.3
Acceptable use of assets

Employees who use IT or information assets within an NHS organisation, and any third party users of such assets, should be informed that access to systems is not permitted except where this has been formally authorised and documented.

Any use of IT and information facilities for non-business or unauthorised purposes, without prior management approval, will be regarded as improper use of the facilities and may lead to disciplinary action.

The Computer Misuse Act (1990), introduced three criminal offences:

· unauthorised access

· unauthorised access with intent to commit a further serious offence

· unauthorised modification of computer material

Misuse or abuse of IT and information systems or IT facilities must be reported to the IT Security Officer who will take appropriate action through the relevant NHS Scotland Personnel Department. 

Individuals suspecting misuse of IT systems or IT facilities must report the facts either to their line manager, or directly to the IT Security Officer.  The facts must be investigated and records kept of the procedure. 

Records of investigations must be maintained and include the following: 

· dates of significant events;

· who carried out the investigation;

· details of security breaches or malpractice discovered;

· details of witnesses and evidence;

· action taken, including a decision to take no action;

· the signature of the investigating officer.

Where misuse is shown, copies of investigation reports must be sent to the Personnel Department and the IT Security Officer.  The Personnel Department will decide on the action to be taken based on the guidance set out in the Partnership Information Network (PIN) Guideline on Management of Employee Conduct.
Employees must adhere to the standards set out in this document, and to any acceptable use policies and standards of IT and information systems they have been authorised to use.

Acceptable Use Policies provide guidance on use of NHS Scotland assets, allowed personal use of IT facilities, e-mail and the use of the Internet. All employees must comply with Acceptable Use Policies and standards where they are applied.
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7.2
Information classification

Sensitive Information is not classified and protected using a protective marking system within NHS Scotland organisations.

Notwithstanding this, information, which comes under the ambit of the Data Protection Act (1988) or privacy and investigatory legislation, must also be protected and handled in accordance with the provisions of legislation.

In addition to Scottish legislation, English legislation must also be taken into account for national – UK – Health Service provision.  The classification of information used in the English New Programme for Information Technology (NPfIT), for example, must be recognised for the protection and handling of that information.  Patient data that is handled under this system will be classified as “NHS CONFIDENTIAL” for systems design and risk management purposes, and that term should be reserved in recognition of such usage.

In the absence of a formal information classification schema, the default  "RESTRICTED ‑ MEDICAL", equivalent to "RESTRICTED" for those familiar with the Manual of Protective Security used by Government departments, is to be used.  Detailed advice is available via SEHD/NISG.

All patient identifiable data should be treated with the same level of classification as MEDICAL IN CONFIDENCE, as its associated protective controls are suited to NHS Scotland needs for sharing or restricting access to information, and to the business impacts associated with such needs. Each term is equivalent, in that each is equivalent to RESTRICTED in HMG terms, and is subject to the level of confidentiality that patient data or personal identifiable data is given under the Data Protection Act (1988).

For security purposes, each logical or physical set of data should be assigned an “owner".  The data owner should be responsible for:

· identifying all the data within the area of responsibility;

· specifying how the data can be used;

· agreeing who can access the data, and what type of access each user is allowed;

· determining the classification or sensitivity level(s) of the data;

· periodically reviewing that classification;

· approving appropriate security protection for the data;

· ensuring compliance with security controls;

· ensuring compliance, where necessary, with the Data Protection Act (1988), and any other relevant legislation covering personal or medical data.

Data classed as MEDICAL IN CONFIDENCE within one system should maintain at least the same sensitivity level across all systems.

Access rights given to users should be consistent across all areas. Particular attention should be paid to the level of confidentiality of any data when downloaded to a PC, laptop or other mobile device.

Patient identifiable data and personal identifiable data should be labelled as confidential.  The output from systems handling any patient identifiable data or personal identifiable data should also be labelled as confidential; output includes printed reports, magnetic media, electronic messages and file transfers.
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7.2.1
Classification guidelines

Protective markings and associated protective measures for business information must take account of

· Confidentiality - the business need to share or restrict access to information and the controls required to do this 

· Integrity - the business need to control modifications to information and the controls required to protect the accuracy and completeness of the information 

· Availability - the need to have information available when required by the business and the controls required to do this 
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7.2.2
Information labelling and handling

Output from IT systems containing medical, commercially sensitive, and private or other sensitive information must be handled with care. The level of care must reflect the level of sensitivity of the most sensitive data item in the output. These outputs include printed reports, screen displays, magnetic media (tapes, disks, cassettes and other storage media), messages communicated through any electronic channel (emails, SMS / MMS, Instant Messaging, and other communications) and file transfers.

Screens should be sited to ensure they cannot be easily seen by unauthorised persons.

Appropriate security measures shall be in place and employees made aware of their responsibilities for proper information handling.  The Information Governance Coordinator has issued an NHS Scotland Confidentiality Checklist.

All central administration of information on NHS Scotland IT Infrastructure for network management and recovery purposes must be carried out on the premise that the information is equivalent in its level of confidentiality to that of HMG’s RESTRICTED label.

All handling of data should be subject to the same restrictions.  Such handling may comprise:

· copying;

· storage;

· transmission by post, fax, electronic messaging, and electronic mail;

· transmission by spoken word, including mobile phone, voicemail, voice recorders, answering machines;

· disposal or destruction.
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8.0
Human Resources security

All NHS Scotland organisations must follow standards to reduce the risks of human error, theft, fraud or misuse or abuse of facilities.  All employees must abide by the contents of these standards and any other instructions that may be issued by the SEHD.

Volume 4 Personnel Security of the IT Security Manual applies.
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8.1
Human Resources security: prior to employment

To ensure that the security needs of NHS Scotland organisations are adequately covered, job descriptions must contain appropriate security roles and responsibilities; this requires descriptions on segregation of duties to minimise risks, and the appropriate selection and training of personnel.  The security needs will vary with each type of post, and may vary within each region and locality in NHS Scotland.

Setting out the job descriptions is part of business management and the design of each process must include appropriate measures to implement and support good security.  Recognition of the personal qualities needed to fulfil these duties is an essential component in the achievement of good security.
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8.1.1
Human Resources security: roles and responsibilities

Job descriptions must define security roles and responsibilities as laid down in Health Board / NHS Scotland Division IT Security Policy. This should include any general responsibilities for implementing or maintaining the security policy as well as any specific responsibilities for protection of IT assets or for the execution of particular security processes or activities.  This applies to all NHS Scotland organisations whose personnel are registered users of health care applications containing personal identifiable patient data.

Each member of staff is individually accountable for the function each performs.  Where job functions and duties are shared, it may be difficult to allocate responsibility and accountability uniquely, and so, wherever practicable, there should be clear segregation of function and clear separation of duties.  Many functions can threaten security when performed by the same person.  For example, a programmer should not perform the computer operation that tests his or her software program changes.

Where a job function could potentially allow fraud or theft, at a level to be decided by a risk management procedure, the function should be controlled by at least two other people  A similar risk management procedure should be deployed to consider job functions that require staff be rotated on an irregular or unpredictable basis. 

Where work is critical to the organisation, it is essential that this may be delegated to another member or staff in the event of sudden or unscheduled unavailability.  Documentation on roles and responsibilities must be available to reduce the risk of reliance on key staff, to have key positions responsive to the requirement of sudden change, and to allow for succession planning.

For critical systems, training must be given to at least three people so that, where one is absent, the activity may be performed by another.  Each individual must be aware of, and work within, his/her own level of authority.  This will range from responsible tasks they may perform to budgetary responsibilities.  Security privileges and access rights must be allocated based on the requirements of the job rather than on a status basis.

Standing Financial Instructions should be reviewed to ensure that NHS Scotland employees are aware of their responsibilities to declare interest.  It may be necessary to require employees to declare personal interest, so that their job responsibilities do not lead to conflict of interest.  For instance, an individual working in IT procurement should make it known if they or any close relative have direct interest in a potential supplier.

It may be necessary to require that contract and Agency staff receive equivalent induction training and sign an agreement to abide by the same codes of conduct and policies as employees.  Where contract staff are taken on through a private firm or agency, this condition should form part of the contract of engagement.

Contract staff at any level should be subject to the same rules relating to security as all other employees.  Where their work relates directly to sensitive security issues, for example, computer maintenance staff, extra conditions may have to be imposed according to the risk exposure.  Any issues arising will be dealt with using the policy on employee conduct.
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8.1.2
Human Resources security: screening

Verification checks on permanent staff shall be carried out at the time of job applications.  Re-verification checks may be required for specific posts, and this must be detailed in the job descriptions.  These should be carried out at least every five years, by an appropriate vetting authority.  Verification checks on contractors, and temporary staff must be carried out at the time of job applications by the appropriate Personnel department.  This applies to all NHS Scotland organisations whose staff, contractors, or temporary staff are registered users of health care applications containing personal data about patients.

Because of the nature of NHS work, posts in the service have been exempted from the provision of the Rehabilitation of Offenders Act 1974 (as amended).  Candidates for employment will therefore be required to not withhold information about convictions which are otherwise regarded as ‘spent’ under the act.  Any such existing convictions should have been declared prior to appointment in light of these disclosures.  Additionally, all NHS employees are obliged to disclose immediately any charges or convictions subsequently made against them.  Any failure to disclose such convictions, either prior to employment or subsequently, may result in disciplinary action, up to and including dismissal.

No permanent position should be confirmed without prior verification checks.  Some prior checks are:

· availability of satisfactory character references;

· a check (for completeness and accuracy) of the applicant curriculum vitae;

· confirmation of relevant academic and professional qualifications;

· independent identity check (passport or similar document).

BS7799-2:2002 A.6.1.2 applies


Confidentiality agreements.  Employees shall sign a confidentiality agreement as part of their initial terms and conditions of employment.  Employees shall re-certify their confidentiality agreement as part of any training on information security, or on change of appointment since last signing an agreement.

BS7799-2:2002 A.6.1.3 applies


Personnel files that contain evidence of any recruitment checks must be held securely.  Any physical or documentary files will be held under lock and key.

In all cases, access to such files is restricted to HR Personnel only.  The HR Director is the owner of this information, and is responsible for its security.

Contractors, agency or temporary staff will have appropriate screening as a part of the contracts between the contractual parties.

8.1.3 Human Resources security: terms and conditions of employment

The terms and conditions of employment shall state the responsibility of each employee where there is an information security component.  The terms may be amended if the role or scope of duties is changed during the employment period.

New employees shall be given a clear understanding of their role and responsibilities for IT security so that authorities are defined and understood.

On appointment all new employees who will be IT users will be briefed on the following documents by their line manager:

· IT Acceptable Use Policies (e.g., Acceptable Internet Use Policy, Acceptable Email Use Policy);

· IT Security Policy (this document);

· IT Security Manual (1993);

· The Copyright Act (1988);

· The Computer Misuse Act (1990);

· The Data Protection Act (1998);

· The Freedom Of Information (Scotland) Act (2002);

· other law and regulations relevant to their local user responsibilities;

· conduct and disciplinary procedures which may be invoked should a breach of security arise or misuse of IT facilities is shown. 

The terms and conditions of employment in any NHS Scotland organisation will include the following:

· where users of healthcare applications have access to patient-specific Personal Data, all positions will have information security responsibilities documented in their job description;

· the security responsibilities that are documented shall cover the entire period of employment and, wherever appropriate, for a detailed and exact period following the termination of employment;

· all employee legal rights and responsibilities must be clearly defined;

· clear references to Acceptable Use Policies or similar documentation;

· clear direction on the responsibility for each employee to become familiar with stated policies;

· clear details on sources of guidance in security of information handling.

BS7799-2:2002 A.6.1.4 applies


8.2
During employment

Creating the right security policy and procedures is only part of the task.  Individuals need to be educated in the general policy and trained in the specifics of their job requirements.

Only employees who have gone through the pre-employment screening process successfully, and who have signed a confidentiality agreement, will be cleared to work on confidential information.

This standard applies to all personnel who work in NHS Scotland and its organisations, whether members of staff, contractors or third parties.

8.2.1
Management responsibilities

User Training.  Creating the right security policy and procedures is only part of the task. Individuals need to be educated in the general policy and trained in the specifics of their job requirements.
All NHS Scotland employees must be provided through their employing Health Board with sufficient and adequate training, together with any supporting reference materials that are required, to allow them to properly discharge any information security requirements in their post.

Specific training syllabuses that are delivered to employees may vary both in the type of position and also in its locality.  In addition, many employees may not require more than elementary training in information security for successful and secure completion of their responsibilities.  All training and development must be linked to a Personal Development Plan where information security is formally recognised as a component or requirement of the post.  It is the responsibility of both the employee and the line manager to identify training needs.  The degree of linkage with an employee Personal Development Plan is best decided upon by local line management, who are aware of what constitutes sufficient information security training, in liaison with the IT Security Officer.

The provision of courses and other training materials on information security matters is a responsibility of management.  Security is not a discretionary component, and training in security matters will be provided both on initial employment and subsequently to update knowledge and skills awareness in line with Board, Statutory and Legislative changes and requirements.

BS7799-2:2002 A.6.2 applies


8.2.2
Information security awareness, education and training

Each organisation in NHS Scotland is to provide information security awareness materials, education and training courses and or events for all members of management and staff, or use external security services where necessary.  Familiarisation with security policies, procedures, and secure ways of processing information in NHS Scotland is a joint responsibility shared by manager and employee.  Adequate periods of on-the-job training time must be made available by management to employee for this purpose.  Employees must become fully familiar with their responsibilities for information security.

The programme of awareness and training would comprise the following:

· security education and training strategy that has senior management commitment and support;

· education and training provision that enables full understanding of information security requirements;

· a security awareness programme based on specific, measurable, attainable, realistic targets (SMART).

BS7799-2:2002 A.6.2.1 applies


8.2.3
Disciplinary process

Non-compliance with information security policies, standards, or procedures will be thoroughly investigated using the Board’s policy on Employee Conduct’s disciplinary procedure and may include taking actions up to and including dismissal. 

BS7799-2:2002 A.6.3.5 applies


8.3
Termination

When an employee terminates employment with the employing Health Board, all property must be returned.  This includes information received or created by the employee during his employment, in line with terms of employment that affirm that the employing Health Board owns all information created by its employees during the period of their employment unless separate and written agreements in the terms and conditions of the contract provide for any alternative agreements.

The list of physical items that must be returned includes any laptops, portable or fixed computers, reference or loaned books, any documentation, building keys, electronic access cards, etc. 

Should a computer or laptop have been made available to an employee for business reasons, and should it have been agreed that the device be kept by that employee, then the employee must make it available before departure, so that a check on its contents may be facilitated.

In addition, the following must be actioned prior to final departure of an employee:

· All work-related work privileges must be revoked;

· All systems access and communication accounts must be terminated.

The line manager of any employee is responsible for ensuring compliance with these procedures.




8.3.1
Termination responsibilities

Prior to an employee leaving, or to a change of duties, line managers should ensure that:

· passwords are removed or changed to deny access;

· relevant departments are informed of the termination or change, and, where appropriate, the name is removed from authority and access lists;

· reception staff and others responsible for controlling access to appropriate premises, are informed of the termination, and are instructed not to admit in future without a visitor pass;

· departmental property is returned.




8.3.2
Return of assets

In cases of suspension from duty, or dismissal, access rights will be removed with immediate effect.

The network manager or a network administrator will disable any account held by an employee no later than his or her day of departure from the employing Health Board, though this should be done earlier where possible.
The employee account, together with all work files, will be transferred to a holding area or folder, and will remain inaccessible to all excepting those with administrator rights.  Should access to these materials be required, a line manager must authorise the transfer of files to another named account, or to a shared area accessible by other employees.

Line Managers are encouraged to make provision for the transfer of files from departing employees to either shared areas or to the accounts of other employees before the last day of work of a departing employee.

The IT Security Officer will check that accounts are being transferred in good time, and confirm that revocation of access controls has taken place.




9.0
Physical and environmental security

Objective: To prevent unauthorised access, damage and interference to business premises and information.  Access control is for ensuring that only authorised persons have physical access to hardware and equipment or logical access to data and software.

Organisations hosting health care applications containing personal data about patients must use security perimeters to protect areas that contain information processing facilities supporting those applications and data.  Physical security protection should be based on defined perimeters and achieved through a series of strategically located barriers throughout the organisation.  Critical installations should be protected by a range of physical entry controls.

The advice given in IT Security Manual Volume 11 Secure Systems Management applies.





The requirements and siting of each physical barrier should depend on the value of the assets to be protected, as well as the associated security risks.  The security perimeter could define a high security area (such as a sealed off area of the building, a computer room, a locked office) or be based on some other form of physical boundary.  Important or particularly sensitive computer areas need to be protected by locks with codes which can be changed periodically.

· Where an area is designated as a secure area:

· All staff should be required to wear visible identification

Visitors should be supervised, required to wear a visible authorisation badge, and their date and time of entry and departure recorded.

Members of staff who have visitors should, if appropriate, ensure that they are accompanied throughout the visit.  Visitors such as contractors, who may be strangers to other staff but need to work unaccompanied, should wear badges and be supervised.  Badges should be carefully controlled, including being logged in and out.

Except in places of public access, staff should be instructed to positively challenge strangers.  Staff should be aware of visitors who are unaccompanied, and not wearing an authorised badge, and should approach them politely to determine their business. As well as protecting against the casual visitor, this will raise staff awareness of the need for security.

Only those staff who have legitimate business and whose jobs require it, should be allowed to enter areas where computer systems are located.

The more people who have access to computer installations or to work areas which contain PCs, the more difficult it is to put security measures into effect.  Apart from the risk of theft, damage or unauthorised use, data security could be compromised and passwords may become known.

BS7799-2:2002 A.7.1 applies


9.1
Secure areas

Secure areas shall be protected by appropriate entry controls to ensure only authorised personnel are allowed access.  The trend to open-plan offices, wards and other work-spaces, coupled with increased trends to allowing staff and relatives of patients a wide degree of freedom to enter areas with minimal challenge present basic security problems for information security.

The following must apply to secure areas:

· network service and support systems will be physically protected from unauthorised access, damage and interference;

· Information, and the information processing facilities that process it, will be protected from disclosure to, modification of, or theft by, any unauthorised persons;

· controls will be in place to reduce the risk of loss or damage.

BS7799-2:2002 A.7.1 applies


9.1.1
Physical security perimeter

NHS Scotland organisations shall use security perimeters to protect areas which contain sensitive information or associated processing facilities.

The perimeter of a building or site containing information processing facilities should be physically sound (i.e. there should be no gaps in the perimeter or areas where a break-in could easily occur).  The external walls of the site should be of solid construction and all external doors should be suitably protected against unauthorised access, e.g. control mechanisms, bars, alarms, locks etc.

A manned reception area or other means to control physical access to the building should be in place. Access to sites and buildings should be restricted to authorised personnel only.

Physical barriers should, if necessary, be extended from real floor to real ceiling to prevent unauthorised entry and environmental contamination such as that caused by fire and flooding.  All fire doors on a security perimeter should be alarmed and should slam shut.  A checklist is:

· The security perimeter should be clearly defined;

· The perimeter of a building or site containing information processing facilities should be physically sound (i.e. there should be no gaps in the perimeter or areas where a break-in could easily occur). The external walls of the site should be of solid construction and all external doors should be suitably protected against unauthorised access, e.g. control mechanisms, bars, alarms, locks etc;

· A manned reception area or other means to control physical access to the site or building should be in place. Access to sites and buildings should be restricted to authorised personnel only;

· Physical barriers should, if necessary, be extended from real floor to real ceiling to prevent unauthorised entry and environmental contamination such as that caused by fire and flooding;

· All fire doors on a security perimeter should be alarmed and should slam shut.

BS7799-2:2002 A.7.1.1 applies


9.1.2
Physical entry controls

Secure areas shall be protected by appropriate entry controls to ensure that only authorised personnel are allowed access.  Visitors to secure areas should be supervised or cleared and their date and time of entry and departure recorded. They should only be granted access for specific, authorised purposes and should be issued with instructions on the security requirements of the area and on emergency procedures.

Access to sensitive information, and information processing facilities, should be controlled and restricted to authorised persons only. Authentication controls, e.g. swipe card plus PIN, should be used to authorise and validate all access. An audit trail of all access should be securely maintained.

All personnel should be required to wear some form of visible identification and should be encouraged to challenge unescorted strangers and anyone not wearing visible identification.

Access rights to secure areas should be regularly reviewed and updated.  Computer rooms – server rooms – should be protected by electronic access control devices:

· Electronic access control devices must be installed on all computer or server room doors;

· Access to each secure area will be restricted to authorised staff only;

· A personal keycard, swipecard or other entry device should be allocated to identified and authorised members of the support team;

· A spare card should be held in a secure place as available in emergencies. The card can be assigned only to identified and authorised personnel;

· The card must be signed for and returned promptly;

· The card must be returned immediately if staff leave or are moved from the support team;

· Doors must not be wedged open or automatic closers disabled;

· Any apparent malfunction of the access control system must be reported to the IT Manager or the ITSO immediately;

· Server doors and hub cabinet doors are to be kept locked except when maintenance work is in progress;

· Attempts to access a secure area by presenting an unauthorised keycard or swipecard must be recorded and investigated;

Visitors to computer installations providing access to medical information, applications or security enforcing objects will be subject to the following constraints.  A visitor is defined as a person who is not authorised for unescorted access.  Any visitor must be:

· identified and authenticated before allowed admission to the facility;

· authorised for one specific and detailed purpose only;

· logged in and out of the facility;

· supervised at all times;

· given all relevant information security instructions.

Any authorisation that allows physical access must be reviewed and immediately revoked when it is not required further.

BS7799-2:2002 A.7.1.2 applies


9.1.3
Securing offices, rooms and facilities

Secure areas shall be created in order to protect offices, rooms and facilities with special security requirements and appropriate entry controls to ensure that only authorised personnel are allowed access.  These areas should be sited to avoid access by the public.  Buildings should be unobtrusive and give minimum indication of their purpose, with no obvious signs, outside or inside the building identifying the presence of information processing activities

Support functions and equipment, e.g. photocopiers, fax machines, should be sited appropriately within the secure area to avoid demands for access, which could compromise information.

Doors and windows should be locked when unattended and external protection should be considered for windows, particularly below or at ground level.

Suitable intruder detection systems installed to professional standards and regularly tested should be in place to cover all external doors and accessible windows. Unoccupied areas should be alarmed at all times. Cover should also be provided for other areas, e.g. computer room or communications rooms.  A checklist would be:

· Key facilities should be sited to avoid access by the public.  This includes sensitive facilities such as computer servers, switches, firewalls and data stores;

· Buildings should be unobtrusive and give minimum indication of their purpose, with no obvious signs, outside or inside the building identifying the presence of information processing activities;

· Support functions and equipment, e.g. photocopiers, fax machines, should be sited appropriately within the secure area to avoid demands for access, which could compromise information;

· Doors and windows should be locked when unattended and external protection should be considered for windows, particularly below or at ground level;

· Suitable intruder detection systems installed to professional standards and regularly tested should be in place to cover all external doors and accessible windows. Unoccupied areas should be alarmed at all times. Cover should also be provided for other areas, e.g. computer room or communications rooms;

· Physical access to post, fax, and networked printer points, will be controlled;

· Information processing facilities managed in any organisation within NHS Scotland should be physically separated from those managed by third parties;

· Directories and internal telephone books identifying locations of sensitive information processing facilities should not be readily accessible by the public;

· Hazardous or combustible materials should be stored securely at a safe distance from a secure area. Bulk supplies such as stationery – excepting items such as blank cheques and prescription stationery – should be stored within a secure area until required;

· Fallback equipment and backup media should be sited at a safe distance to avoid damage from a disaster at the main site.

BS7799-2:2002 A.7.1.3 applies


9.1.4
Protecting against external and environmental threats

IT management should assure that sufficient measures are put in place and maintained for protection against environmental factors (e.g. fire, dust, power, excessive heat and humidity). Specialised equipment and devices to monitor and control the environment should be installed.   The environment may be monitored and controlled through specialised equipment so that such external and environmental threats are filtered, blocked or contained.

BS7799-2:2002 A.7.1.3 applies


9.1.5
Working in secure areas

Additional controls and guidelines for working in secure areas shall be used to enhance the security provided by the physical controls protecting the secure areas.

Personnel should only be aware of the existence of, or activities within, a secure area on a need to know basis.

To extend the computer or server room example:

· Visitors or engineers accompanying accredited IT staff must sign a logbook at reception and be escorted at all times whilst on the premises.  They must not be left in computer or server rooms unsupervised;

· Staff and visitors will display an identity pass at all times when on site;

· Records or electronic logs of the entry and exit from server rooms of all visitors must be maintained;

· Unauthorised staff or visitors must not be admitted to server rooms;

· Members of staff trained in first aid and as fire wardens must be authorised for unescorted access to secure areas so that they will be available in case of accidents;

· Authorisation must be sought from the IT Manager, or his on-call representative, for out of hours work by third party engineers;

· Access control must be strictly maintained;

BS7799-2:2002 A.7.1.4 applies


9.1.6
Public access, delivery and loading areas

Delivery and loading areas shall be controlled and, if possible isolated from information processing and storage facilities to avoid unauthorised access.

Access to a holding area from outside of the building should be restricted to identified and authorised personnel

The holding area should be designed so that supplies can be unloaded without delivery staff gaining access to other parts of the building.

The external door(s) of a holding area should be secured when the internal door is opened.

Incoming material should be inspected for potential hazards (see 9.1.4) before it is moved from the holding area to the point of use.

Incoming material should be registered and signed for, by an authorised NHS Scotland employee, on entry to the site.

NO materials are to be left onsite without a signature from an authorised NHS Scotland employee to confirm the procedures that have been undergone to assure the safe deposit of any materials on NHS Scotland property.  The following checklist applies:

· Access to a holding area from outside of the building should be restricted to identified and authorised personnel;

· The holding area should be designed so that supplies can be unloaded without delivery staff gaining access to other parts of the building;

· The external door(s) of a holding area should be secured when the internal door is opened;

· Incoming material should be inspected for potential hazards (see 9.1.4) before it is moved from the holding area to the point of use;

· Incoming material should be registered, if appropriate, on entry to the site.

BS7799-2:2002 A.7.1.5 applies


9.2
Equipment security

Objective: To prevent loss, damage or compromise of assets and interruption to business activities.

Equipment hosting health information systems containing identifiable personal data about patients or staff must be sited or protected to reduce the risks from environmental threats and hazards, and opportunities for unauthorised access.  Information processing and storage facilities handling sensitive data should be positioned to reduce the risk of overlooking during their use.

System and network equipment will be secured against theft and physical damage.  Items requiring special protection should be isolated to reduce the general level of protection required.

Controls should be adopted to minimise the risk of potential environmental and other threats including:

· theft;

· fire;

· explosives;

· smoke;

· water (or supply failure);

· dust;

· vibration;

· chemical effects;

· electrical supply interference;

· electromagnetic radiation;

BS7799-2:2002 A.7.2 applies


9.2.1
Equipment siting and protection

Equipment shall be sited or protected to reduce the risks from environmental threats and hazards, and opportunities for unauthorised access.

Wherever possible, IT equipment should be sited away from public areas, preferably in locked rooms.  However where this is not possible it should be placed where it is not easily accessible by unauthorised persons.  In particular screens and print outs should not be visible.

Computer environments, including temperature, humidity and power supply quality, should be monitored.  This will identify conditions which might adversely affect the operation of the computer equipment to enable any corrective action to be taken.  It should always be carried out in accordance with manufacturers' recommendations.

Fire alarms will be monitored constantly, periodically tested and serviced according to the manufacturers’ recommendations.

Staff will be trained in the use of emergency and safety equipment, and in evacuation procedures.

The impact of a disaster happening in nearby premises, e.g. a fire in a neighbouring building, water leaking from the roof or in floors below ground level or an explosion in the street should be considered.

Smoking, eating and drinking should be discouraged in areas housing computer equipment.

The following checklist applies:

· Equipment should be sited to minimise unnecessary access into work areas;

· Information processing and storage facilities handling sensitive data should be positioned to reduce the risk of overlooking during their use;

· Items requiring special protection should be isolated to reduce the general level of protection required;

· Controls should be adopted to minimise the risk of potential threats including:

· theft

· fire

· explosives

· smoke

· water (or supply failure);

· dust

· vibration

· chemical effects

· electrical supply interference

· electromagnetic radiation

Portable items may require additional protection.  They will be adequately protected against theft by:

· Providing a secure location for storage when not in use;

· Sensitive portable equipment, media and documentation must be kept under lock and key when unattended or not in use;

· Providing a secure locking device to attach the portable item to a fixed point if it cannot be kept on the person at all times.

BS7799-2:2002 A.7.2.1 applies


9.2.2
Supporting utilities

Power supply equipment will be serviced regularly in accordance with the manufacturers’ and power suppliers’ instructions.

Critical equipment should be protected from power failures or other electrical anomalies.  A suitable electrical supply, conforming to the equipment manufacturer's specifications should be supplied.

Consideration should be given to multiple feeds to avoid a single point of failure in the power supply.  Consideration should also be given to using a standby power supply.

An uninterruptible power supply (UPS) with backup generator facility where appropriate is recommended for equipment supporting critical business operations.  As a minimum, a device protecting against power supply fluctuations should be fitted.

The following checklist applies:

· installation of duplicated power supplies to main computer facilities within the building, to enable maintenance of either with no loss of service;

· regular tests of switching between duplicated power supplies, or between power supply and UPS, as part of the service continuity plan tests

· multiple feeds to avoid a single point of failure in the power supply;

· uninterruptible power supply (UPS);

· backup generator.

BS7799-2:2002 A.7.2.2 applies


9.2.3
Cabling security

Power and telecommunications cabling carrying data or supporting information services shall be protected from interception or damage.

Each cable will be labelled according to a standard to ensure easy identification of the cable.

Power and telecommunications lines into IM&T and/or eHealth facilities should be underground where possible, or subject to adequate protection.  Network cabling should be protected from unauthorised interception or damage by using conduits, or by avoiding routes through public areas.

Power cables should be segregated from communications cables to prevent interference.

For sensitive or critical systems further controls to consider include:

· installation of armoured conduit and locked rooms or boxes at inspection and termination points;

· use of alternative routings or transmission media;

· use of fibre optic cabling;

· locked inspection/termination points;

· the use of appropriately shielded cabling where copper cables will be channelled together to prevent cross-talk

BS7799-2:2002 A.7.2.3 applies


9.2.4
Equipment maintenance

Equipment shall be maintained in accordance with manufacturer's instructions and/or documented procedures to ensure its continued availability and integrity.

A maintenance schedule shall be drawn up for each item of equipment that requires regular maintenance.

Maintenance of any critical equipment that has failover backup shall be scheduled for and take place at different times to ensure that service is maintained throughout the equipment maintenance schedule.

Only maintenance personnel previously authorised by the IT, Facilities or other appropriate manager, should carry out repairs and service equipment.

All contracts with power suppliers must include clauses ensuring adequate advance warning of maintenance of supply equipment.  Where no duplicated power supplies are in place, failover or backup facilities must be contracted.

Records should be kept of all suspected or actual faults and all preventative and corrective maintenance.

Appropriate controls should be taken when sending equipment off premises for maintenance (see also 7.2.6 regarding deleted, erased and overwritten data). All requirements imposed by insurance policies should be complied with.

BS7799-2:2002 A.7.2.4 applies


9.2.5
Security of equipment taken off-premises

Equipment and media taken off the premises should not be left unattended in public places.  Portable computers should be carried as hand luggage and disguised where possible when travelling.

Manufacturers' instructions for protecting equipment should be observed at all times, e.g. protection against exposure to strong electromagnetic fields.

Security procedures and controls shall be used to secure equipment used outside NHS Scotland premises.  The usage and usage monitoring policies for such items are to be explicitly defined and the user is to certify awareness of those.

The equipment covered includes:  Laptops, home-working systems, palm/hand-held computers, WAP-enabled mobile phones, and all associated electronic peripherals.

BS7799-2:2002 7.5.2.5 applies


9.2.6
Secure disposal or re-use of equipment or media

The Waste Electrical and Electronic Equipment Regulations (“the WEEE Regulations”) implement provisions of the European Parliament and Council Directive on Waste Electrical and Electronic Equipment (2002/96/EC) (“the WEEE Directive”); with the exception of those covering the treatment of separately collected WEEE.  Guidance documentation is available.

All hard disks should be reformatted or de-gaussed prior to disposal.

If a hard disk cannot be reformatted and the data is innocuous (for example, publicly available) no action need be taken.  If, however, there is any possibility that the data may contain sensitive or valuable information, then the disk should be removed and destroyed.

The advice given in IT Security Manual Volume 6 Procurement, Installation, Repair, Relocation and Disposal of Computer Systems applies.

All removable storage media should be destroyed by an environmentally friendly process where possible.

Waste sacks containing media for destruction should be held securely until collected.

Information shall be erased from equipment or media prior to disposal or re-use.  Contracts for external services provision for sensitive data involving maintenance of NHS equipment or equipment used or supplied by a service provider in connection with such services must cover provisions for an auditable process to achieve secure destruction of the contents of such systems before disposal.

Faulty items under warranty are usually required to be returned to the distributor / supplier, where they may be refurbished and re-issued.

The disposal of leased equipment must allow in the contract for the removal of all confidential information before return to the leaser.  This includes any equipment with hard storage devices (e.g. photocopiers, fax machines) and printers with robust memory.

BS7799-2:2002 A.7.2.6 applies


9.2.7
Removal of property

The removal of any equipment, information or software belonging to NHS Scotland requires authorisation in the form of an accredited form or signed document.

Laptop computers and other items that are issued to personnel to be used away from office premises must be authorised by management where they are used for information processing in support of normal business activities.

The removal of property that has been logged onto the asset register will be recorded, together with the item number, date, reason(s) for removal, authorisation for removal, and any expected return date(s).

Any contractors or third parties using equipment on NHS Scotland sites to assist in repairs or investigations of NHS Scotland systems must be cleared of any sensitive NHS Scotland data before their removal from site.  Sensitive data would include IP addresses, network diagrams or port details, system structures, etc.

BS7799-2:2002 A.7.3.2 applies


10.0
Communications and operations management

The management of communications and operations must ensure that all responsibilities for operational procedures are fully documented.  All alterations to existing procedures must be subject to formal change management and change control procedures.  Documentation of all operational procedures – for example, the backup schedule – must be in use, up-to-date, and comprehensive.  A documented set of procedures on operational procedures must be available.

The advice given in IT Security Manual Volume 9 Secure Operating Procedures applies.

The pace of change in NHS Scotland is rapid, and developments in the use of new network connections will take effect shortly.  However, the following statement – applicable to NHS in England – is currently applicable to NHS Scotland:

“NHS (Scotland) Information Infrastructure Security Standards and Procedures:

“To date the majority of Information Infrastructure Security Standards and Procedures required for the delivery of NHS Information Security Policy have been enshrined in NHSnet Security documentation (NHSnet Security Policy, Code of Connection 2002, Security Operating Procedures). The key enabler for connectivity was attainment of and continuing compliance with NHSnet Code of Connection 2002.

“With the commencement of delivery of NPfIT procured services including N3, standards and procedures will need to change to reflect the new services and manner of delivery. The Information Management Security Forum of NPfIT is taking that requirement forward. As an interim and whilst new standards and procedures are defined and promulgated to the Service and our Service Providers, those that are applicable to NHSnet will be utilised.”




10.1
Operational procedures and responsibilities

The responsibilities for operational procedures must be organised and documented, with all changes and alterations subject to formal change control procedures.

The documentation will comply with the sections of this security policy that are appropriate, provide evidence of compliance with this policy, and in so doing comply with ISO 17799.

The documentation will include the roles and responsibilities, the standards and procedures for the management and operation of NHS Scotland networking services.

Where local LANs are maintained, documentation on their Security Operating Procedures (usually referred to as SyOPs) will be maintained.  These will detail the LAN systems and networking hardware, software, communications and all technology required for their secure operation.

The IT Manager, together with the IT Security Officer where appropriate, will ensure that the documentation is full, fit for purpose, and provides the required information and guidance for the delivery of services across the local network.

10.1.1
Documented operating procedures

The following documented operating procedures must be maintained:

· processing and handling of information;

· scheduling requirements, including interdependencies with other systems, earliest job start and latest job completion times;

· instructions for handling errors or other exceptional conditions, which might arise during job execution, including restrictions on the use of system utilities (see BS7799-2:2002 A.9.5.4);

· support contacts in the event of unexpected operational or technical difficulties;

· special output handling instructions, such as the use of special stationery or the management of confidential output, including procedures for secure disposal of output from failed jobs;

· system restart and recovery procedures for use in the event of system failure.

BS7799-2:2002 A.8.1.1 applies


10.1.2
Change management

Operational change control procedures and formal change management should be applied to the following:

· identification and recording of significant changes;

· assessment of the potential impact of such changes;

· formal approval procedure for proposed changes;

· communication of change details to all relevant persons;

· procedures identifying responsibilities for aborting and recovering from unsuccessful changes.

BS7799-2:2002 A.8.1.2 applies


Incident management procedures

10.1.3
Segregation of duties

Operational duties and areas of responsibility shall be segregated in order to reduce opportunities for unauthorised modification or misuse of NHS Scotland information, services or systems.

Segregation of duties in NHS Scotland and its organisations should be enforced at the User ID level, so that the following is enabled:

· no privileged user can cover up unauthorised actions;

· system administrator functions are made distinct from IT security administrator functions;

· system user functions are made distinct from system administrator functions;

· system administrator functions are made distinct from application development functions;

· no live data may be amended by system operators, IT security administrators or application developers.

It is important to segregate activities which require collusion in order to defraud, e.g. raising a purchase order and verifying that the goods have been received.

If there is a danger of collusion, then controls need to be devised so that two or more people need to be involved, thereby lowering the possibility of conspiracy.

BS7799-2:2002 A.8.1.4 applies


10.1.4
Separation of development, test and operational facilities

Development and operational software should, where possible, run on different computer processors, or in different domains or directories.

Development and testing activities should be separated as far as possible.

Development personnel shall not be involved in activities associated with live data or system software.

Compilers, editors and other system utilities should not be accessible from operational systems when not required.

Different log-on procedures should be used for operational and test systems, to reduce the risk of error.  Users should be encouraged to use different passwords for these systems, and menus should display appropriate identification messages.

Development staff should only have access to operational passwords where controls are in place for issuing passwords for the support of operational systems. Controls should ensure that such passwords are changed after use.

BS7799-2:2002 A.8.1.5 applies


10.2
Third party service delivery management

Prior to scheduling any third party service delivery, the following should be assessed and confirmed:

· identifying sensitive or critical applications better retained in-house;

· obtaining the approval of business application owners;

· implications for business continuity plans;

· security standards to be specified, and the process for measuring compliance;

· allocation of specific responsibilities and procedures to effectively monitor all relevant security activities;

· responsibilities and procedures for reporting and handling security incidents (see 13.0).

BS7799-2:2002 A.8.1.6 applies


10.2.1
Service delivery

The IT Infrastructure Library, ITIL®, is a series of documents that are used to aid the implementation of a framework for IT service management (ITSM). This framework defines how service management is applied within specific organisations.  Being a framework, it is completely customisable for application within any type of business or organisation that has a reliance on IT infrastructure.

Service Delivery is one section that is part of the ITIL framework, and which forms the basis of the BS 15000 standard.  Where NHS Scotland and its organisations manage the delivery of IT services, this standard will be used.  The use of ITIL will become a standard for NHS Scotland organisations that use service management components.

The service delivery section is comprised of the following:

· Service Level Management;

· Capacity Management;

· Contingency Planning;

· Availability Management;

· Cost Management for IT Services.




Service Level Management:

Service level management (SLM) is a primary management of IT services, ensuring that agreed services are delivered when and where they are supposed to be delivered. The service level manager is dependent upon all the other areas of service delivery providing the necessary support that ensures the agreed services are provided in an efficient, secure, and cost effective manner.

There are a number of business processes that form part of service level management. These are:

· Reviewing existing services;

· Negotiating with the customers;

· Reviewing the underpinning contracts of third party service providers;

· Producing and monitoring the Service Level Agreement (SLA);

· Implementation of service improvement policy and processes;

· Establishing priorities;

· Planning for service growth;

· Involvement in the accounting process to cost services and recover these costs.




Capacity Management:

Capacity Management is the discipline that ensures that IT infrastructure is provided at the right time, in the correct volume at the right price - helping to ensure that IT is used in the most efficient manner.

This involves input from many areas of the business to identify what services are (or will be) required, what IT infrastructure is required to support these services, what level of contingency will be needed, and what the cost of this infrastructure will be.

These are inputs into the following capacity management processes:

· Performance monitoring;

· Workload monitoring;

· Resource forecasting;

· Demand forecasting;

· Application sizing;

· Modelling.




Contingency Planning:

Contingency planning is the process by which plans are put in place to ensure that IT services can recover and continue should a serious incident occur. It is not just about reactive measures, but also about proactive measures - reducing the risk of a disaster in the first instance.

Contingency planning is regarded as the recovery of the IT infrastructure used to deliver IT services, but many businesses these days practice the much further reaching process of business continuity planning (BCP), to ensure that the whole end-to-end business process can continue should a serious incident occur.

Contingency planning involves the following basic steps:

· Prioritising the businesses to be recovered by conducting a business impact analysis (BIA);

· Performing a risk assessment for each of the IT services to identify the assets, threats, vulnerabilities and countermeasures for each service;

· Evaluating the options for recovery;

· Producing the contingency plan;

· Testing, reviewing, and revising the plan on a regular basis.




Availability Management:

Availability management is the practice of identifying levels of IT service availability for use in service level reviews with clients.

All areas of a service must be measurable and defined within the service level agreement (SLA). To measure availability the following areas are usually included in the SLA itself:

· Agreement statistics: such as what is included within the agreed service;

· Contingency: agreed contingency details, location of documentation, contingency site, third party involvement, etc;

· Capacity: performance timings for online transactions, report production, numbers of users, etc;

· Help Desk Calls: number of incidents raised, response times, resolution times;

· Availability: agreed service times, response times, etc;

· Costing Details: charges for the service, and any penalties should service levels not be met.

Availability is usually calculated based on a model involving the availability ratio and techniques such as Fault Tree Analysis, and includes the following elements:

· Serviceability: where a service is provided by a third party organisation, this is the expected availability of a component;

· Maintainability: the ease with which a component can be maintained, which can be either remedial or preventative;

· Resilience: the ability to withstand failure;

· Reliability: the time for which a component can be expected to perform under specific conditions without failure;

· Recoverability: the time it should take to restore a component back to its operational state after a failure;

· Security: the ability of components to withstand breaches of security.




Cost Management:

Cost management is the discipline of ensuring IT infrastructure is obtained at the most effective price (which does not necessarily mean the cheapest), and calculating the cost of providing IT services so that an organisation can understand the costs of its IT services. These costs may then be recovered from the customer of the service.

Costs are divided into costing units:

· Equipment;

· Organisation (staff, overtime);

· Accommodation;

· Software;

· Transfer (costs of third party service providers).

The costs are divided into direct and indirect costs, and can be capital or ongoing.

ITIL is a new standard, and all NHS Scotland IT Managers charged with service delivery and using third party services should develop its use.

10.2.2
Monitoring and review of third party services

Service Level Agreements (SLAs) are the result of a formal process: identifying required services; specifying the conditions of development, delivery and support needed; and identifying the parties involved.  Once agreed and completed, SLAs create a binding agreement upon which service improvements can be based, charges levied and penalties imposed.

IT Security Officers must be aware of and monitor the use of Incident Form reporting in the monitoring and review of third party services.




10.2.3
Managing changes to third party services

Changes to configuration of services provided by third parties are subject to formal control procedures.  IT Security Officers must be aware of and monitor the effects of the control processes to ensure fail-safe processing of change requests.

10.3
System planning and acceptance

Acceptance criteria for new information systems, upgrades and new versions shall be established and suitable tests of the system carried out prior to acceptance.

10.3.1
Capacity management

Capacity demands shall be monitored and projections of future capacity requirements made to ensure that adequate processing power, storage and bandwidth requirements are present at periods of maximum demand.  Processing power, data storage capacity, and bandwidth requirements, must be monitored, assessed and managed to minimise the risk of system failures at peak period use.

Automated monitoring procedures and software facilities should be made available to minimise risks of overloading.

There will be acceptance criteria for new information systems, versions and upgrades to address these requirements.

IT Security Officers must be aware of these requirements in a capacity plan: workload, resource, performance, applications and demand management.

BS7799-2:2002 A.8.2.1 applies


10.3.2
System acceptance

Acceptance criteria must be established for new information systems, versions and upgrades.  Suitable tests on these new systems, and checks on versions and upgrades will be performed.  Systems must be subject to suitable tests prior to acceptance, using the following:

· performance and computer capacity requirements;

· error recovery and restart procedures, and contingency plans;

· preparation and testing of routine operating procedures to defined standards;

· agreed set of security controls in place;

· effective manual procedures;

· business continuity arrangements, as required by BS7799-2:2002 A.11.1 (section 14.0);

· evidence that installation of the new system will not adversely affect existing systems, particularly at peak processing times, such as month end;

· evidence that consideration has been given to the effect the new system has on the overall security of the organisation;

· training in the operation or use of new systems.

BS7799-2:2002 A.8.2.2 applies


10.4
Protection against malicious code

A virus is a self-replicating piece of software that will spread throughout a network or whenever disks are exchanged.  Most viruses cause damage to systems when disks are inserted for their implementation, when a download of material from the Internet proves to have a virus embedded, or when an untested and contaminated email attachment is opened. Guidance and protection against malicious code is available to NHS Scotland staff from these resources:

· IT Security Manual Volume 5 Malicious Software applies;

· Anti-Virus and Anti-Malware Policy and Procedures (SyOp 7.4) National guidance on the and obligations of individuals and organisations connected to NHSNet / N3. NB, this URL will change when the NPfIT programme moves its website;

· Threat Alert Centre National guidance made available through the Threat Alert Centre, an NHS sponsored facility; NB, this URL will change when the NPfIT programme moves its website;

· Advisories from UNIRAS  National guidance made available by The National Infrastructure Security Co-ordination Centre or NISCC;

· Advisories from CERT  The Carnegie Mellon Coordination Center 

· Advisories from NIST The National Institute of Standards and Technology, Computer  Security Division.




Each organisation in NHS Scotland deploys differing Anti-Virus solutions, and so no single source is uniform.

Procedures to minimise the risk of virus infection have been implemented. They include:

· Briefings to the IT Security Officers on the dangers of malicious software, and any viruses which have been trapped by anti-virus software, by the NHS Threat Assessment Manager and by the Information Security Consultant;

· Regular reminders to the IT Security Officers to check for alerts on the NHSIA website (to be moved to NPfIT); on the UNIRAS website; and using any other commercial provider (e.g. Secunia) that may be appropriate to their individual LAN;

· Regular reminders that the careless use of just one terminal or PC, especially when part of a network, could lead to widespread virus infection and damage to other people's systems and data;

· Automatic virus-checking all computer media inserted into a PC, received as an attachment to an email, or brought onto the network from other sources.




In the event of any PC being infected the source should be traced, and other users or recipients of disks from the same source be warned that they might be infected, wherever practicable.  Software disks should be checked before the software is installed and used.

NHS Scotland has established a formal policy requiring compliance with software licences and prohibiting the use of unauthorised software.  This policy also requires that software is patched and updated to the manufacturer level of assurance appropriate to use in an environment that requires confidentiality and integrity of data with systems availability.  It is a requirement that all NHS Scotland organisations comply with the terms of this policy.

Strict measures against virus penetration, combined with strict adherence to hygienic software upgrade procedures, must be maintained to ensure that detections and prevention controls may protect against malicious software.

It is essential that appropriate user awareness procedures on the above be implemented.  A checklist for these requirements follows:

· a formal policy requiring compliance with software licences and prohibiting the use of unauthorised software (see BS7799-2:2002 A.12.1.2.2, Section 15);

· a formal policy to protect against risks associated with obtaining files and software either from or via external networks, or on any other medium, indicating what protective measures should be taken (see also BS7799-2:2002 A.10.5, especially A.10.5.4 and A.10.5.5, );

· installation and regular update of anti-virus detection and repair software to scan computers and media either as a precautionary control or on a routine basis;

· conducting regular reviews of the software and data content of systems supporting critical business processes. The presence of any unapproved files or unauthorised amendments should be formally investigated;

· checking any electronic mail attachments and downloads for malicious software before use. This check may be carried out at different places, e.g. at electronic mail servers, desk top computers or when entering the network;

· management procedures and responsibilities to deal with the virus protection on systems, training in their use, reporting and recovering from virus attacks (see BS7799-2:2002 A.6.3 and A.8.1.3);

· appropriate business continuity plans for recovering from virus attacks, including all necessary data and software backup and recovery arrangements;

· procedures to verify all information relating to malicious software, and ensure that warning bulletins are accurate and informative. Managers should ensure that qualified sources, e.g. reputable journals, reliable Internet sites or anti-virus software suppliers, are used to differentiate between hoaxes and real viruses. Staff should be made aware of the problem of hoaxes and what to do on receipt of them.

BS7799-2:2002 A.8.3.1 applies


10.4.1
Controls against malicious code

Detection and prevention controls to protect against malicious software and other malware, Intrusion Detection and Prevention Systems (IDS/IPS) and appropriate user awareness procedures shall be implemented.  These controls should include the same items as in the previous listing:

· a formal policy requiring compliance with software licences and prohibiting the use of unauthorised software (see A.12.1.2.2);

· a formal policy to protect against risks associated with obtaining files and software either from or via external networks, or on any other medium, indicating what protective measures should be taken (see also A.10.5, especially A.10.5.4 and A.10.5.5);

· installation and regular update of anti-virus detection and repair software to scan computers and media either as a precautionary control or on a routine basis;

· conducting regular reviews of the software and data content of systems supporting critical business processes. The presence of any unapproved files or unauthorised amendments should be formally investigated;

· checking any electronic mail attachments and downloads for malicious software before use. This check may be carried out at different places, e.g. at electronic mail servers, desk top computers or when entering the network;

· management procedures and responsibilities to deal with the virus protection on systems, training in their use, reporting and recovering from virus attacks (see A.6.3 and A.8.1.3);

· appropriate business continuity plans for recovering from virus attacks, including all necessary data and software backup and recovery arrangements;

· procedures to verify all information relating to malicious software, and ensure that warning bulletins are accurate and informative. Managers should ensure that qualified sources, e.g. reputable journals, reliable Internet sites or anti-virus software suppliers, are used to differentiate between hoaxes and real viruses. Staff should be made aware of the problem of hoaxes and what to do on receipt of them.

BS7799-2:2002 A.8.3.1 applies


10.4.2
Controls against mobile code

Mobile code is software obtained from remote systems outside the boundary of NHS Scotland, transferred across a network, and then downloaded and executed on a local system without explicit installation or execution by the recipient.

Strict procedures must be maintained to ensure that no potentially malign mobile code fragments or utilities (e.g. Active-X, Java applets) are introduced either accidentally or deliberately onto NHS Scotland information systems.

Employees should be subject to awareness and education programmes on the need to ensure that no procedures are uploaded to devices from any external source, and no software programs or utilities executed, that may contain such code.

BS7799-2:2002 A.8.3.1 applies


10.5
Backup

Backup copies of both information and software should be taken and regularly tested to ensure that recovery can take place following any incident or failure.

BS7799-2:2002 A.8.4.1 applies


10.5.1
Information backup

Data should be protected by clearly defined and controlled backup procedures, which will generate data for archiving and contingency recovery purposes.  Procedures such as Disk-to-Tape, Disk-to-Disk, Disk-to-Disk-to-Tape, and other backup procedures, must be fully documented.

A minimum level of backup information, together with accurate and complete records of the backup copies and documented restoration procedures, should be stored in a remote location, at a sufficient distance to escape any damage from a disaster at the main site.  Procedures should be in place to recover to a useable point after restart of this backup.

Archived and recovery data should be accorded the same security as live data.  Archived data is information which is no longer in current use, but may be required in the future, for example, for legal reasons or audit purposes.  Recovery data should be sufficient to provide an adequate level of service and recovery time in the event of an emergency and should be regularly tested.  Recovery data should be used only with the formal permission of the data owner or as defined in the documented contingency plan for the system.  Restoration procedures should be regularly checked and tested to ensure that they are effective and that they can be completed within the time allotted in the operational procedures for recovery.

To ensure that, in an emergency, the backup data is sufficient and accurate, it should be regularly tested.  This can be done by automatically comparing it with the live data immediately after the backup is taken and by using the backup data in regular tests of the contingency plan.  

If live data is corrupted, any relevant software, hardware and communications facilities should be checked before using the backup data.  This aims to ensure that backup data is not corrupted in addition to the live data.  An engineer (software or hardware) should check the relevant equipment or software using his/her own test data.

A cyclical system, whereby several generations of backup are kept, is recommended.  At least three generations or cycles of backup information should be retained for important business applications.

BS7799-2:2002 A.8.4.1 applies


10.6
Network security management

It is essential in network security management that a range of controls should be implemented to achieve and maintain security.

The advice given in IT Security Manual Volume 13 Data Network Security applies.

BS7799-2:2002 A.8.5 applies


10.6.1
Network controls

Network operations will be controlled and managed, with the implementation of controls that assure the security of data in NHS Scotland networks.  These controls should include at minimum:

· Active management of both configuration and active state of the network

· Constant monitoring of the status of the network, to ensure that unauthorised access or device failure on the network is detected rapidly

· Connection of authorised device only to the network

· Maintenance of an inventory of all devices providing connectivity to the network

· Checking of the inventory at regular and frequent periods

· Reporting of all network security related difficulties

· Documentation of network logical and physical layouts

· Documentation of network logical addresses and node identifiers

· Restriction of use to authorised staff of any network management systems.

In addition to the specific controls listed, the following range of controls should be implemented to achieve and maintain security:

· Operational responsibility for networks should be separated from computer operations where appropriate (see BS7799-2:2002 A.8.1.4);

· Responsibilities and procedures for the management of remote equipment, including equipment in user areas, should be established;

· If necessary, special controls should be established to safeguard the confidentiality and integrity of data passing over public networks, and to protect the connected systems;

· Special controls may also be required to maintain the availability of the network services and computers connected;

· Management activities should be closely co-ordinated both to optimise the service to the business and to ensure that controls are consistently applied across the information processing infrastructure.

BS7799-2:2002 A.8.5.1 applies


10.6.2
Security of network services

A clear description of the security attributes of all network services used by NHS Scotland organisations shall be provided.

In describing these security attributes, the following should be covered:

· The owner of each network and system is responsible for any policies and procedures that are deployed in sub-systems;

· NHS Scotland networking personnel must have direct access to the network services only that they have been authorised to support;

· Privileged system operators only may be enabled to access the following functions;

· Firewall management and monitoring;

· Auditing and accounting function controls;

· Access control policy alteration;

· Archive restore of any operating environment;

· Configuration of network status, or software.

· Access to any account with privileges shall be strictly controlled:

· Use of high privilege accounts will be kept to a minimum, with a “least privilege” policy enabled;

· Live data, software amendments, and hardware configurations will be amended only where appropriate change controls have been made available;

· All accounts with privilege must be uniquely identifiable, with unique account name and passwords;

· Each single access to a high privilege account will be date and time stamped for audit purposes.

BS7799-2:2002 A.8.5.1 applies


10.7
Media handling

All essential media should be re-filed in a safe secure environment after use. Work files or “scratch” tapes should also be protected if they may contain sensitive information.

Sensitive or important files should be put back into protected storage as quickly as possible.  Files such as suppliers’ order data may be copied or stolen for sale if left around.  Files such as key backup copies are only useful once they are in a fire‑proof safe, or off‑site.

An unauthorised person should not be able to identify data from the label on the media.

A data storage system that avoids the use of descriptive labels should be used.

On-going maintenance arrangements (defining level of maintenance and minimum levels of performance) must be the subject of contractual agreement.

If any equipment need not be maintained, as it may be cheaper to replace it, the decision process should include an impact analysis of the loss of availability.

A record of faults or suspected faults should be maintained, with decisions on replacement of media that has low mean time between failures.

Only approved systems engineers should be allowed access to hardware or software.  Where possible systems engineers should be escorted and supervised while on site.

The systems engineer should, if possible, be escorted in and out of the building and the systems manager, or a representative of the systems manager, should be present during the maintenance or repair operation.  The advice given in IT Security Manual Volume 6 Procurement, Installation, Repair, Relocation and Disposal of Computer Systems applies.

Where possible, diagnostic tools for use by supplier's staff should be obtained from the supplier and kept on site for use by systems engineers as necessary.  As these disks may contain powerful software such disks should be kept securely for use only by authorised staff.

Where a remote diagnostics service is to be used, the risks involved, and the countermeasures to reduce those risks should be considered. Ideal practice in this area requires that the link for any diagnostic session should be initiated from the computer system and that all activity during the session is monitored.

BS7799-2:2002 A.8.6 applies


10.7.1
Management of removable computer media

The system security policy should contain statements as to whether, and which, disks should not be moved from official premises for maintenance or repair.

Equipment with accessible data on a hard disk should only be sent for off-site maintenance after careful consideration.  The sensitivity of the data and the consequences of its disclosure should be weighed against the need for the equipment to be repaired, rather than disposed of and replaced.

Whether or not a hard disk containing data may be moved from official premises for repair should always be documented in the system security policy and the system secure operating procedures.

When a disk has to be removed from the premises for repair, wherever possible, the data should be over-written sufficiently frequently that no data may be recovered, or the magnetic equipment itself de-gaussed, so that the data may be destroyed.

A short checklist of requirements follows:

· If no longer required, the previous contents of any re-usable media that are to be removed should be erased so that recovery of the data is not possible;

· Authorisation should be required for all media removed and a record of all such removals to maintain an audit trail should be kept (see BS7799-2:2002 A.8.7.2);

· All media should be stored in a safe, secure environment, in accordance with manufacturers' specifications.

BS7799-2:2002 A.8.6.1 applies


10.7.2
Disposal of media

If a machine has ever been used to process personal data as defined under the Data Protection Act (1988) or "in confidence" data, then any storage media should be disposed of only after reliable precautions to destroy the data have been taken.  Procedures for disposal should be documented.

The advice given in IT Security Manual Volume 6 Procurement, Installation, Repair, Relocation and Disposal of Computer Systems applies.

The following list identifies items that might require secure disposal:

· paper documents;

· voice or other recordings;

· carbon paper;

· output reports;

· one-time-use printer ribbons;

· magnetic tapes;

· removable disks or cassettes;

· optical storage media (all forms and including all manufacturer software distribution media);

· program listings;

· test data;

· system documentation.

It may be easier to arrange for all media items to be collected and disposed of securely, rather than attempting to separate out the sensitive items.  Disks should be reformatted or de-gaussed where possible, otherwise the whole disk should be overwritten with randomly generated characters using software designed for this purpose.  The manufacturer can normally supply these utilities.  If a hard disk cannot be overwritten it should be destroyed.

Many software packages have routines built into them, which write data to temporary files on the PC hard disk for their own purposes.  Users are often unaware that this activity is taking place and may not realise that data, which may be confidential, is being stored automatically on their PC hard disk.

Although the software usually (but not always) deletes these files after they have served their purpose, they could be restored and retrieved easily from the disk by using commonly available utility software.

Simply deleting data from disks is not adequate.  PC hard disks should be over‑written 7 times with random data using an appropriate software utility (“delete”, “erase” and “formatting” are all processes that can be reversed).  For equipment other than PCs the supplier can usually supply and use de-gaussing equipment.

Where information is highly sensitive, but it would be undesirable to destroy the disk or the data, some suppliers will arrange for repairs to be done in a special security area on their premises.

Equipment, data or software should not be taken off-site without documented and signed management authorisation.

BS7799-2:2002 A.8.6.2 applies


10.7.3
Information handling procedures

The following procedures are intrinsic to assurance that confidential information is handled securely.  Some are applicable to large Data Centres, others to data handling in any NHS Scotland organisation:

· handling and labelling of all media;

· access restrictions to identify unauthorised personnel;

· maintenance of a formal record of the authorised recipients of data;

· ensuring that input data is complete, that processing is properly completed and that output validation is applied;

· protection of spooled data awaiting output to a level consistent with its level of confidentiality;

· storage of media in an environment which accords with manufacturers' specifications;

· keeping the distribution of data to a minimum;

· clear marking of all copies of data for the attention of the authorised recipient;

· review of distribution lists and lists of authorised recipients at regular intervals;

BS7799-2:2002 A.8.6.3 applies


10.7.4
Security of system documentation

All systems should be adequately documented. Documentation should be kept up to date so that it matches the state of the system at all times.

System documentation should be physically secured (for example, under lock and key) when not in use.  An additional copy should be stored in a location that will remain secure, even if the computer system and all other copies are destroyed.

Distribution of system documentation should be formally authorised by the system owner.  The access list for system documentation should be kept to a minimum and authorised by the application owner.

System documentation held on a public network, or supplied via a public network, should be appropriately protected.  System documentation may contain sensitive information, for example, descriptions of applications processes, authorisation processes.

BS7799-2:2002 A.8.6.4 applies


10.8
Exchanges of information

Controlling and notifying transmission, despatch and receipt of information between different organisations within NHS Scotland, and between NHS Scotland organisations and other bodies – for example, Social Work Departments – is a management responsibility

BS7799-2:2002 A.8.7 applies


10.8.1
Information exchange policies and procedures

Where formal information exchange protocols are required to assure data confidentiality and integrity, the following should be checked:

· management responsibilities for controlling and notifying transmission, despatch and receipt;

· procedures for notifying sender, transmission, despatch and receipt;

· minimum technical standards for packaging and transmission;

· courier identification standards;

· responsibilities and liabilities in the event of loss of data;

· use of an agreed labelling system for sensitive or critical information, ensuring that the meaning of the labels is immediately understood and that the information is appropriately protected;

· information and software ownership and responsibilities for data protection, software copyright compliance and similar considerations (see BS7799-2:2002 A.12.1.2 and A.12.1.4);

· technical standards for recording and reading information and software;

· any special controls that may be required to protect sensitive items, such; as cryptographic keys (see BS7799-2:2002 A.10.3.5).

Similar standards may be applied to the exchange of information in “hard copy”, so that the manual exchange of confidential information is subject to standards.

BS7799-2:2002 A.8.7.1 applies


10.8.2
Exchange agreements

The level of confidentiality attached to information in transit must be agreed, so that relevant security standards may be applied.  Information sharing protocols must be developed and agreed between the parties.

10.8.3
Physical media in transit

Reliable transport couriers should be used at all times.  Packaging should be sufficient to protect the contents from any physical damage during transit, and should be in accordance with manufacturers’ specifications.

A list of authorised couriers, and a procedure for their identification, should be established.  Special measures should be adopted, where necessary, to protect sensitive information from unauthorised disclosure or modification, for example, locked containers.

Special controls should be adopted, where necessary, to protect sensitive information from unauthorised disclosure or modification. Examples include:

· use of locked containers;

· delivery by hand;

· tamper-evident packaging (which reveals any attempt to gain access);

· in exceptional cases, splitting of the consignment into more than one delivery and despatch by different routes,

BS7799-2:2002 A.8.7.2 applies


10.8.4
Electronic messaging

The UK national email-messaging program, developed in England and issued in Scotland under direction by SEHD, is Contact.  All personnel in NHS Scotland must use this system and no other email messaging service while exchanging information that is confidential.




The policy on use of the Contact system for confidential messaging may be viewed at the following:

NHS Contact Support Site.

Each organisation in NHS Scotland may have legacy email systems that are currently being used for messaging.  These systems must be subject to a local or regional policy, itself derived from an acceptable use policy similar or identical to that originally issues by the NHS Mail programme, predecessor to Contact.  This original advice may be viewed at:

NHS Mail Acceptable Use Policy (Original).

NHS Scotland personnel must be made aware of the following information security problem areas with messaging:

· vulnerability of messages to unauthorised access or modification or denial of service;

· vulnerability to error, e.g. incorrect addressing or misdirection, and the general reliability and availability of the service;

· impact of a change of communication media on business processes, e.g. the effect of increased speed of despatch or the effect of sending formal messages from person to person rather than company to company;

· legal considerations, such as the potential need for proof of origin, despatch, delivery and acceptance;

· implications of publishing externally accessible staff lists;

· controlling remote user access to electronic mail accounts.

The following areas must be included in any local policy on the use of electronic mail, where applicable:

· attacks on electronic mail, e.g. viruses, interception;

· protection of electronic mail attachments;

· guidelines on when not to use electronic mail;

· employee responsibility not to compromise the company, e.g. sending defamatory electronic mail, use for harassment, unauthorised purchasing;

· use of cryptographic techniques to protect the confidentiality and integrity of electronic messages (see BS7799-2:2002 A.10.3);

· retention of messages which, if stored, could be discovered in case of litigation;

· additional controls for vetting messaging which cannot be authenticated.

In addition to areas arising from actual use of these systems, all employees must become aware of electronic difficulties arising from such areas as Mass Mailers, Viruses, Spoofing, etc.  Advice on these areas changes: the advice on protecting the infrastructure is here, and the current advice on mass mailers, etc., may be seen here.

BS7799-2:2002 A.8.7.4 applies


10.8.5
Business information systems

NHS Scotland and its organisations provide computer systems for business purposes only.  Personal use is allowed only by special permission.  NHS Scotland and its organisations provide information systems for business use, and these must be used only for business purposes under secure conditions.  The use of these systems for incidental personal purposes is permissible only if the user does not use more than a trivial amount of NHS Scotland resources, does not interfere in any way with normal business activity, and does not preclude or pre-empt any such normal business activity.

Limited permissible and incidental use of, for example, the email system at an NHS Scotland organisation, would, for example, involve sending a message to arrange a meeting, accept an invitation, etc.

NHS Scotland will permit such incidental and personal usage in so far as clarity on such use is maintained between line management and employees.  The policy is not so rigid as to preclude or prohibit such use, nor so lax as to allow for a system that is honoured more in the breach than in the observance.

The following areas of information security must also be considered for electronic office systems, and a policy on them displayed:

· vulnerabilities of information in office systems, e.g. recording phone calls or conference calls, confidentiality of calls, storage of faxes, opening mail, distribution of mail;

· policy and appropriate controls to manage information sharing, e.g. the use of corporate electronic bulletin boards (see BS7799-2:2002 A.9.1);

· excluding categories of sensitive business information if the system does not provide an appropriate level of protection (see BS7799-2:2002 A.5.2);

· restricting access to diary information relating to selected individuals, e.g. staff working on sensitive projects;

· the suitability, or otherwise, of the system to support business applications, such as communicating orders or authorisations;

· categories of staff, contractors or business partners allowed to use the system and the locations from which it may be accessed (see BS7799-2:2002 A.4.2);

· restricting selected facilities to specific categories of user;

· identifying the status of users, e.g. employees of NHS Scotland or contractors in directories for the benefit of other users;

· retention and backup of information held on the system (see BS7799-2:2002 A.12.1.3 and A.8.4.1);

· fallback requirements and arrangements.

BS7799-2:2002 A.8.7.5 applies


10.9
Electronic commerce services

The security of information is essential where electronic commerce services are used.  

BS7799-2:2002 A.8.7.3 applies


10.9.1
Electronic commerce

Where electronic commerce is used, there must be protection against fraudulent activity, contract dispute and disclosure or modification of the information.

10.9.2 On-line transactions

Where on-line transactions are used on any system using electronic commerce within NHS Scotland, the following must be considered and each query responded to by a policy statement:

· Authentication. What level of confidence should the customer and provider require in each others claimed identity?

· Authorisation. Who is authorised to set prices, issue or sign key documents? How does the other partner know this?

· Contract and tendering processes. What are the requirements for confidentiality, integrity and proof of despatch and receipt of key documents and the non-repudiation of contracts?

· Pricing information. What level of trust can be put in the integrity of the advertised price list and the confidentiality of sensitive discount arrangements?

· Order transactions. How is the confidentiality and integrity of order, payment and delivery address details, and confirmation of receipt, provided?

· Vetting. What degree of vetting is appropriate to check payment information supplied by the customer?

· Settlement. What is the most appropriate form of payment to guard against fraud?

· Ordering. What protection is required to maintain the confidentiality and integrity of order information, and to avoid the loss or duplication of transactions?

· Liability. Who carries the risk for any fraudulent transactions?

BS7799-2:2002 A.8.7.3 applies


10.9.3
Publicly available information

There must be a formal authorisation process before information is made publicly available by NHS Scotland, and all publicly available information must be protected so that its integrity is assured:

· information is obtained in compliance with any data protection legislation (see BS7799-2:2002 A.12.1.4);

· information input to, and processed by, the publishing system will be processed completely and accurately in a timely manner;

· sensitive information will be protected during the collection process and when stored;

· access to the publishing system does not allow unintended access to networks to which it is connected.

BS7799-2:2002 A.8.7.6 applies


10.10
Monitoring

There must be established procedures, in line with existing legislation and authorised by management, for monitoring system use. Audit trails, recording all security related events, should be produced and kept for such time periods as may be required to comply with current legislation.  For holders of privilege level accounts, all security related data must be auditable:

· All key events will be logged.;

· No log will contain personal medical information;

· Audit log collection capability must be restricted to highly trusted staff;

· Logs will contain full details of events, as follows:

· Date and time

· Name of account holder

· Details of privilege level of action (change of account privilege, update of a firewall rule, etc)

· Identifier of device from which the access was made

· Access paths;

· Access patterns;

· Changes to event logging parameters;

· Whether access controls are operating as intended

Areas that should be considered are:

· access failures;

· review of log-on patterns for indications of abnormal use or revived user-id’s;

· allocation and use of accounts with a privileged access capability;

· tracking of selected transactions;

· the use of sensitive resources.

These procedures are necessary to ensure that users are only performing processes that have been explicitly authorised.  The security audit trails will be useful in monitoring such events.

BS7799-2:2002 A.9.7 applies


10.10.1
Audit logging

Where audit logging of events takes place, the following must be reflected:

· user IDs;

· dates and times for log-on and log-off;

· terminal identity or location if possible;

· records of successful and rejected system access attempts;

· records of successful and rejected data and other resource access attempt;

Audit logs must be managed and maintained securely, so that the following may be accomplished:

· At least the last three months of log entries are available for review on line;

· All entries are archived onto robust media and stored on a separate site under secure conditions;

· The integrity of audit data must be maintained at all times, both on operational systems and on storage media;

· All entries are recorded in a form suitable for use in a court of law;

· All alerts must be sent to an appropriate authority.

BS7799-2:2002 A.9.7.1 applies


10.10.2
Monitoring system use

There shall be a formal user registration and de-registration procedure for granting access to all multi-user information systems and services.

Where a public service is provided, such as an information kiosk in a library, extreme care must be taken to prevent unauthorised access beyond the services available without registration.  Care must also be taken not to breach the Data Protection Act (1998) by inviting registration or offering personal data at such kiosks.

To ensure that accurate monitoring of information system use takes place, the following must be ensured:

Procedures and areas of risk:

authorised access, including detail such as:

· the user ID

· the date and time of key events

· the types of events

· the files accessed

· the program/utilities used

all privileged operations, such as:

· use of supervisor account

· system start-up and stop

· I/O device attachment/detachment

unauthorised access attempts, such as

· failed attempts

· access policy violations and notifications for network gateways and firewalls

· alerts from proprietary intrusion detection systems

· system alerts or failures such as:

· console alerts or messages

· system log exceptions

· network management alarms

Risk factors

· the criticality of the application processes

· the value, sensitivity or criticality of the information involved

· the past experience of system infiltration and misuse

· the extent of system interconnection (particularly public networks

Logging and reviewing events

· the logging facility being de-activated

· alterations to the message types that are recorded

· log files being edited or deleted

· log file media becoming exhausted, and either failing to record events or over-writing itself

BS7799-2:2002 A.9.7.2 applies


10.10.3
Protection of log information

All events should be logged where there are exceptions to expressed access control policies.  These logs are to be maintained for a period decided by the risk management forum.  The log information should be comprised of:

· user IDs;

· dates and times for log-on and log-off;

· terminal identity or location if possible;

· records of successful and rejected system access attempts;

· records of successful and rejected data and other resource access attempt.

Where systems allow intruder alert blocking, following multiple attempted logins, this should be enabled and set to a level of three unsuccessful attempts.

BS7799-2:2002 A.9.7.2 applies


10.10.4
Administrator and operator logs

In order to ensure that all logging of events is determined by risk management and treatment, the following should be reviewed:

authorised access, including detail such as

· the user ID;

· the date and time of key events;

· the types of events;

· the files accessed;

· the program/utilities used

all privileged operations, such as

· use of supervisor account;

· system start-up and stop;

· I/O device attachment/detachment

unauthorised access attempts, such as

· failed attempts;

· access policy violations and notifications for network gateways and firewalls;

· alerts from proprietary intrusion detection systems.

BS7799-2:2002 A.9.7.2 applies


10.10.5
Fault logging

All errors reported through fault logging must be reported, and corrective action taken.  These are comprised of:

system alerts or failures such as

· console alerts or messages

· system log exceptions

· network management alarms

Risk factors

· the criticality of the application processes

· the value, sensitivity or criticality of the information involved

· the past experience of system infiltration and misuse

· the extent of system interconnection (particularly public networks

Logging and reviewing events

· the logging facility being de-activated

· alterations to the message types that are recorded

· log files being edited or deleted

· log file media becoming exhausted, and either failing to record events or over-writing itself

BS7799-2:2002 A.9.7.2 applies


10.10.6
Clock synchronisation

Where a computer or communications device has the capability to operate a real time clock it should be set to an agreed standard.

There must be a procedure that checks for, and corrects, any variation in the clock.  It should not be possible to reset the system clock without the details of the change and the user being logged.

The correct setting of computer clocks is important to ensure the accuracy of audit logs, which may be required for investigations or as evidence in legal or disciplinary controls.  Suggested procedures are:

· All system clocks provided or utilised as part of NHS Scotland shall be synchronised to within 250 milliseconds of GMT;

· Network Time Servers shall be deployed enabling all national and local systems to synchronise internal time clocks.

BS7799-2:2002 A.9.7.3 applies


11.0
Access control

NHS Scotland and its organisations are required to use access controls and other security measures to protect the confidentiality, integrity, and availability of any information processed by computers and communications systems, and to assure that individuals may be held accountable for information that is processed.  Business requirements for access control must be defined and documented and access shall be restricted to what is defined in an access control policy.

In pursuit of these security objectives, NHS Scotland organisations maintain the authority for the following actions:

· restrict or revoke any user's privileges;

· inspect, copy, remove, or otherwise alter any data, program, or other system resource that may undermine these objectives;

· take any other steps deemed necessary to manage and protect its information systems.

This authority may be exercised with or without notice to the involved users.

NHS Scotland and its organisations provides access to the Internet to many employees for use during the course of their work.  The Internet may be used for personal purposes during breaks and after working hours.  This arrangement is privileged, and any breach of trust concerning the use of computer facilities, or excessive or unreasonable personal use, will be regarded as a disciplinary offence.  Internet access could be withdrawn if there is a disciplinary issue.

A final arbiter at Board level will be the decision maker for what is unreasonable use of the Internet facility.  All users of the Internet should be aware that detailed audit log is maintained, reflecting transmissions, both in-bound and out-bound, in order to safeguard unscheduled access.  This monitoring is in line with current legislation.

Logical access control covers those measures designed to protect data and software from unauthorised access and misuse.

11.1
Business requirements for access control

NHS Scotland requirements for access control in all its organisations will be defined and documented, and access restricted to what is defined in the access control policy.  The business requirements for logging such access will review:

· security requirements of individual business applications;

· identification of all information related to the business applications;

· policies for information dissemination and authorisation, e.g. the need to know principle and security levels and classification of information;

· consistency between the access control and information classification policies of different systems and networks;

· relevant legislation and any contractual obligations regarding protection of access to data or services (see BS7799-2:2002 A 12);

· standard user access profiles for common categories of job;

· management of access rights in a distributed and networked environment which recognises all types of connections available.

BS7799-2:2002 A.9.1 applies


11.1.1
Access control policy

The policy and business requirements of an access control policy in NHS Scotland and its organisations will take into account:

· security requirements of individual business applications;

· identification of all information related to the business applications;

· policies for information dissemination and authorisation, e.g. the need to know principle and security levels and classification of information;

· consistency between the access control and information classification policies of different systems and networks;

· relevant legislation and any contractual obligations regarding protection of access to data or services (see BS7799-2:2002 A.12);

· standard user access profiles for common categories of job;

· management of access rights in a distributed and networked environment which recognises all types of connections available.

Access control rules must comprise:

· differentiating between rules that must always be enforced and rules that are optional or conditional;

· establishing rules based on the premise “What must be generally forbidden unless expressly permitted” rather than the weaker rule “Everything is generally permitted unless expressly forbidden”;

· changes in information labels (see BS7799-2:2002 A.5.2) that are initiated automatically by information processing facilities and those initiated at the discretion of a user;

· changes in user permissions that are initiated automatically by the information system and those initiated by an administrator;

· rules which require administrator or other approval before enactment and those which do not.

BS7799-2:2002 A.9.1.1 applies


11.2
User access management

With the increasing application of computer and telecommunications technology comes the requirement for health organisations to share personal or patient identifiable information, and, in some cases, to allow access to information management and technology (IM&T and/or eHealth) resources by other parts of the NHS. 

Access to IM&T and/or eHealth facilities by third parties should not be allowed until the appropriate measures have been implemented and an agreement has been signed defining the terms for the connection.

However the increased level of sharing brings with it increased risks to the security of the data and the systems on which it is held.  Accordingly, before allowing third party access, NHS organisations should undertake a risk assessment to establish what these increased risks are, and to recommend countermeasures to reduce them.

Arrangements for third party access to NHS facilities should be based on a formal contract containing, or referring to, all of the necessary security conditions to ensure that the organisation concerned can satisfy NHS security requirements.

There must be formal, documented user registration and de-registration procedures for access to all multi-user IM&T and/or eHealth services.  They should:

· check that the user has authorisation from the system owner to use the service;

· check that the level of access is appropriate for the business purpose and is consistent with organisational security policy;

· ensure that service providers do not provide access until the authorisation process has been completed;

· maintain a formal record of all persons registered to use the service immediately change or remove the access rights of users who have changed jobs or left the organisation;

· periodically check for, and remove, redundant user-id’s and accounts that are no longer required;

· ensure that redundant user-id’s are not re-issued to another person .

A formal process to review users' access rights should be established. The process should ensure that access rights are reviewed regularly and that authorisation for special privileged access rights are reviewed more frequently. 

Each user should have a unique identifier (user-id) for their personal and sole use.  The user-id should give no indication of the user's privilege level.

A unique user-id ensures that all activities on the system can be traced to the individual responsible.  The user-id should not indicate whether a user is a manager, supervisor or has special privileges.

BS7799-2:2002 A.9.2.1 applies


11.2.1
User registration

User registration should ensure the following:

· using unique user IDs so that users can be linked to and made responsible for their actions. The use of group IDs should only be permitted where they are suitable for the work carried out;

· checking that the user has authorisation from the system owner for the use of the information system or service. Separate approval for access rights from management may also be appropriate;

· checking that the level of access granted is appropriate to the business purpose (see A.9.1) and is consistent with the security policy, e.g. it does not compromise segregation of duties (see A.8.1.4);

· giving users a written statement of their access rights;

· requiring users to sign statements indicating that they understand the conditions of access;

· ensuring service providers do not provide access until authorisation procedures have been completed;

· maintaining a formal record of all persons registered to use the service;

· immediately removing access rights of users who have changed jobs or left;

· periodically checking for, and removing, redundant user IDs and accounts;

· ensuring that redundant user IDs are not issued to other users.

BS7799-2:2002 A.9.2.1 applies


11.2.2
Privilege management

"Special privileges" are those such as are allowed to the system manager or systems programmers, allowing access to sensitive areas.  The unnecessary allocation and use of special privileges is often found to be a major contributing factor to the vulnerability of systems that have been breached.

The privileges associated with each system product, e.g. operating system, database management system and each application, and the categories of staff to which they need to be allocated should be identified.

Privileges should be allocated to individuals on a need-to-use basis and on an event-by-event basis, i.e. the minimum requirement for their functional role only when needed.

An authorisation process and a record of all privileges allocated should be maintained. Privileges should not be granted until the authorisation process is complete.

The development and use of system routines should be promoted to avoid the need to grant privileges to users.

Privileges should be assigned to a different user identity from those used for normal business use.

The use of special privileges must be restricted and controlled.  For multi-user systems, the allocation of special privileges should be controlled through a formal authorisation process, which should:

· identify the special privileges associated with each system product (for example, operating system, database management system) and the categories of staff to which they need to be allocated;

· allocate special privileges to individuals on a "need to use" basis and on an "event by event" basis - i.e., the minimum requirement for their functional role and only when needed;

· maintain a record of all special privileges granted.  Privileges should not be granted until the authorisation procedure is complete;

· ensure that any user assigned special privileges for a particular purpose uses a different user identity from that used for normal business purposes and is allocated a "one-off" password, which is deleted after use.

BS7799-2:2002 A.9.2.2 applies


11.2.3
User password management

All new users must be briefed on the importance of passwords and instructed in the manner in which they are to be used and protected.

· require users to sign a statement to keep personal passwords confidential and work group passwords solely within the members of the group (this could be included in the terms and conditions of employment, see BS7799-2:2002 A.6.1.4);

· ensure, where users are required to maintain their own passwords, that they are provided initially with a secure temporary password which they are forced to change immediately. Temporary passwords provided when users forget their password should only be supplied following positive identification of the user;

· require temporary passwords to be given to users in a secure manner. The use of third parties or unprotected (clear text) electronic mail messages should be avoided. Users should acknowledge receipt of passwords.

For advice on password Management, see: IT Security Manual Volume 3: Secure Use of Passwords
·  Passwords are an effective information security countermeasure only if they can be kept secret.  If compromised, passwords can be misused for a long period without detection;

· Passwords must always be treated as though they are classified at the level of the most sensitive data held on the system to which they allow access;

· Passwords must not be displayed on screens as they are entered and should be held on computer systems in one-way encrypted form.

Where temporary passwords are known to the systems administrator or network manager (for example, on granting access to new users), the user should change the password immediately on receipt.  A system log should identify the date and time of change from administrator allocated password to user selected password.

Where a temporary password is defined for an authorised user, for example, for a trouble-shooting session, the password should be deleted at the end of the session.

This deletion should, preferably, be automated, and should depend on the expiry of a pre-defined time period.

· Password software should ask the user for re‑authentication by re‑entering the old password before accepting a change of password. 

· Passwords should consist of a minimum of 6 characters, at least one of which should be a non‑alphabetic character.

It is recognised that hackers using "password cracking" software are capable of very many password probes in a short period of time.  The most effective passwords are therefore those with the longest character string.

Automated log‑on procedures may contain passwords but should themselves be protected.

For example, log‑on procedures performed by striking a single function key should request the input of the password.  If a macro or similar device is used to automate log‑on then the user should be required to enter the password in order to activate the macro.

BS7799-2:2002 A.9.2.3 applies


11.2.4
Review of user access rights

Passwords should be changed on change of staff or staff resignation.  They should also respond to the following:

· users' access rights are reviewed at regular intervals (a period of six months is recommended) and after any changes (see BS7799-2:2002 A.9.2.1);

· authorisations for special privileged access rights (see BS7799-2:2002 A.9.2.2) should be reviewed at more frequent intervals; a period of no more than three months is recommended;

· privilege allocations are checked at regular intervals to ensure that unauthorised privileges have not been obtained.

BS7799-2:2002 A.9.2.4 applies


11.3
User responsibilities

Each member of staff should have his/her individual user identification and password.

For the most effective security, staff should have self-selected, individual passwords within defined parameters.

It is not uncommon for password protection to be defeated by a user writing the password down on a piece of paper kept close to a terminal.  If a user needs a written aid to recall, the password should be disguised or encrypted such that only he/she can understand it.  This should also be kept secure by the user.

Where it is necessary to write down a password (as, for example, a contingency measure) it should be stored in a sealed envelope in a safe. Access to the envelope in the safe should be restricted to contingency requirements only.

Screens, keyboards and printers should be physically positioned such that they are protected against accidental disclosure of passwords or any other confidential or sensitive data.

BS7799-2:2002 A.9.3 applies


11.3.1
Password user

Passwords should not relate to the user or to the system being accessed.

Many users will opt for passwords that they find particularly easy to remember.  Often the password chosen has strong associations with either the system or the user and could be guessed by potential intruders.

To adhere with policy requirements, the following is necessary:

Password use:

· keep passwords confidential, with an appropriate level of security;

· avoid keeping a paper record of passwords, unless this can be stored securely;

· change passwords whenever there is any indication of possible system or password compromise.

select quality passwords with a minimum length of six characters which are:

· easy to remember;

· not based on anything somebody else could easily guess or obtain using person related information, e.g. names, telephone numbers, and dates of birth etc;

· free of consecutive identical characters or all-numeric or all-alphabetical groups;

change passwords at regular intervals or based on the number of accesses (passwords for privileged accounts should be changed more frequently than normal passwords), and avoid re-using or cycling old passwords

· change temporary passwords at the first log-on;

· do not include passwords in any automated log-on process, e.g. stored in a macro or function key;

· do not share individual user passwords.

For advice on password construction, see: IT Security Manual Volume 3: Secure Use of Passwords
BS7799-2:2002 A.9.3.1 applies


11.3.2
Unattended user equipment

When a user leaves a screen unattended, he or she should place the system in a secure condition.  Most operating systems provide two methods of protection, one to allow the user to lock the screen (CTRL+ALT+DEL in certain versions of Windows) and the other to provide, through a timeout, a screen saver.  Each has its place in protecting the system from misuse.  The policy should ensure that the user may:

· terminate active sessions when finished, unless they can be secured by an appropriate locking mechanism, e.g. a password protected screen saver;

· log-off mainframe computers when the session is finished (i.e. not just switch off the PC or terminal);

· secure PCs or terminals from unauthorised use by a key lock or an equivalent control, e.g. password access, when not in use.

BS7799-2:2002 A.9.3.2 applies


11.3.3
Clear desk and screen policy

The clear desk and screen policy should ensure that:

· A clear screen policy will be in effect on computer screens (PCs, terminals and laptops).  It will be implemented through the deployment of a password-protected screen-saver.  This should be activated automatically after a period without user activity of at most 10 minutes.  If accessing personal or patient identifiable information, this time period should be reduced to 5 minutes. Any exceptions to this policy on timeout – to enable specific programs to operate in real time – must be documented;

· Where appropriate, paper and computer media should be stored in suitable locked cabinets and/or other forms of security furniture when not in use, especially outside working hours;

· Sensitive or critical business information should be locked away (ideally in a fire-resistant safe or cabinet) when not required, especially when the office is vacated;

· Adequate secure storage must be made available to support the clear desk policy;

· Personal computers and computer terminals and printers should not be left logged on when unattended and should be protected by key locks, passwords or other controls when not in use.  Where the operating system allows users to force a clear screen by locking their PC, this should be a part of this policy (e.g., the CTRL+ALT+DEL, then ENTER facility in some versions of Windows;

· Incoming and outgoing mail points and unattended fax and telex machines should be protected;

· Desktop printers, which have robust storage that allows them to continue to print a document even after a power cycle (e.g. switched off overnight), should be subject to further security:

· the print buffer must be cleared before switching off; or

· a lockable power switch must be used to disable the printer out of hours.

· Photocopiers should be locked (or protected from unauthorised use in some other way) outside normal working hours;

· All removable data storage and computing devices (e.g. USB sticks, CD writers, diskettes, handhelds, etc) should be stored in a secure location when not in use.

BS7799-2:2002 A.7.3.1 applies


11.4
Network access control

Management of the details on the applicability of network access controls must clearly identify the following:

· Operational responsibility for networks should be separated from computer operations where appropriate (see BS7799-2:2002 A.8.1.4);

· Responsibilities and procedures for the management of remote equipment, including equipment in user areas, should be established;

· If necessary, special controls should be established to safeguard the confidentiality and integrity of data passing over public networks, and to protect the connected systems (see BS7799-2:2002 A.9.4 and A.10.3). Special controls may also be required to maintain the availability of the network services and computers connected;

· Management activities should be closely co-ordinated both to optimise the service to the business and to ensure that controls are consistently applied across the information processing infrastructure.

BS7799-2:2002 A.9.4 applies


11.4.1
Policy on use of network services

The policy on use of network services must identify and assure:

· the networks and network services which are allowed to be accessed;

· authorisation procedures for determining who is allowed to access which networks and networked services;

· management controls and procedures to protect the access to network connections and network services.

Network services will be available only to those personnel who have a legitimate need for them.

BS7799-2:2002 A.9.4.1 applies


11.4.2
User authentication for external connections

An enforced path must be set up for user authentication using external connections:

· allocating dedicated lines or telephone numbers;

· automatically connecting ports to specified application systems or security gateways;

· limiting menu and submenu options for individual users;

· preventing unlimited network roaming;

· enforcing the use of specified application systems and/or security gateways for external network users;

· actively controlling allowed source to destination communications via security gateways, e.g. firewalls;

· restricting network access by setting up separate logical domains, e.g. Virtual Local Area Networks, or VLANs, for user groups within the organisation (see also BS7799-2:2002 A.9.4.6).

BS7799-2:2002 A.9.4.3 applies


11.4.3
Equipment identification in the network

All computer systems, equipment and nodes must be identified in the network:, physically and logically.

All NHS Scotland computer and communications equipment must have a unique and computer-readable identifier attached to it so that physical identification of the equipment is facilitated and inventories can be conducted.

This identification is to assist IT management in the following:

· determining whether equipment has been stolen;

· determining what equipment needs to be upgraded; and 

· planning network reconfigurations.

When an employee departs or the employee contract is terminated, there is often a dispute about what equipment the employee had in his/her possession and which of these pieces of equipment belong to the employer.  The unique identifier may be a bar code, an optical character recognition mark, or some other computer-sensed marking.  Ideally the mark is invisible to the naked eye, so that its removal is both difficult and detectable.

A network management system that permits network management using a graphic user interface may be used to logically mark every node that connects to the network.  Such a system must identify remote devices connecting to the network in the same manner as fixed devices.

Internet servers: a current digital certificate is required for every Internet server handling NHS Scotland clinical or business information, to which users, clients and others may connect.  This is to prevent third parties from establishing Internet systems that “spoof” or masquerade as though they are NHS Scotland  systems (or at least prevent these third parties from doing so without being detected).

BS7799-2:2002 A.9.4.4 applies


11.4.4
Remote diagnostic and configuration port protection

Access remotely to diagnostic ports, and the configuration of ports to allow such access, must be controlled.

It is not good practice to leave ports open when their use is not required, and in particular ports such as those used by vendors for remote maintenance.  When these ports are not required they should be turned off and protected from access.  Third parties should be kept off the network unless they have first obtained formal approval.  A formal approval process, using formal change control procedures, will also discourage--if not prevent--others from attempting to “spoof” or masquerade as a user or client. 

BS7799-2:2002 A.9.4.5 applies


11.4.5
Segregation in networks

Controls must be in place to segregate groups of information services, users and information systems.  Segregation in networks may be by logical means.  The use of firewalls, Virtual Private Networks (VPNs), IP-switching and access control lists apply.

BS7799-2:2002 A.9.4.6 applies


Network connection control

The connection capability of users on shared networks must be controlled in line with the access control policy.  This must apply to any of the following:

· electronic mail;

· one-way file transfer;

· both-ways file transfer;

· interactive access;

· network access linked to time of day or date.

BS7799-2:2002 A.9.4.7 applies


11.4.6
Network routing control

Shared networks must have routing controls to ensure that computer connections and information flows do not breach the access control policy.  Denial of service attacks on routers, firewalls and servers will be detected and blocked wherever possible.  Where possible, hardware network interfaces will send an alarm on hardware or software malfunction..

BS7799-2:2002 A.9.4.8 applies


11.5
Operating system access control

Access to any NHS Scotland network is by the completion of a secure logon procedure

A valid user name (User ID) and password combination will be provided.

A welcome screen will be displayed before any user attempts to log on.  This will contain only the minimal amount of information for access authentication, a prompt for user ID and password only. No system or application information will be displayed.

A warning screen will be displayed after User ID and password entry.  This informs the user that unauthorised access to or misuse of this system is prohibited and may constitute an offence.

Invalid user log on attempt shall result in denial of access to the network.

Three invalid user logon attempts shall result in an Intruder Lockout, or similar procedure, being applied.  The user will be prompted to phone the help desk for further authentication and access advice.

The following must be applied at operating system level to assure good access control:

· identifying and verifying the identity, and if necessary the terminal or location of each authorised user

· recording successful and failed system accesses;

· providing appropriate means for authentication; if a password management system is used, it should ensure quality passwords;

· where appropriate, restricting the connection times of users.

BS7799-2:2002 A.4.7.5 applies


11.5.1
Secure log-on procedures

Access to information services shall use a secure log-on process.  Anonymous public information kiosks may be exempted if no personal or patient identifiable data is to be delivered to the kiosk.  Procedures that may be followed are as follows:

· the logon procedure should not display system or application identifiers until the log-on process has been successfully completed;

· display a general notice warning that the computer should only be accessed by authorised users;

· not provide help messages during the log-on procedure that would aid an unauthorised user;

· validate the log-on information only on completion of all input data. If an error condition arises, the system should not indicate which part of the data is correct or incorrect;

· limit the number of unsuccessful log-on attempts allowed (three is recommended) and consider:

· recording unsuccessful attempts;

· forcing a time delay before further log-on attempts are allowed or rejecting any further attempts without specific authorisation;

· disconnecting data link connections.

· limit the maximum and minimum time allowed for the log-on procedure. If exceeded, the system should terminate the log-on;

· display the following information on completion of a successful log-on:

· date and time of the previous successful log-on

· details of any unsuccessful log-on attempts since the last successful log-on

BS7799-2:2002 A.9.5.2 applies


11.5.2
User identification and authentication

All users shall have a unique identifier (User ID) for their personal and sole use so that activities can be traced back to the responsible individual.

All new users, applying for a User ID, must be formally approved before being allocated.

Anonymous public information kiosks should provide an "ID" which is fixed, and be limited to access approved information only.  Where the kiosk service is extended to allow user registration the level of validation available is usually minimal and should be treated with caution.  Specific advice is available from NISG.

Where it is important that a session should be initiated only from specific locations automatic terminal identification should be implemented.

An identifier in a terminal can be used to indicate whether a particular terminal is permitted to initiate or receive certain transactions.

The following should be observed:

· the principle of least privilege will be maintained;

· where privileges are assigned to individuals, only those privileges may be granted which are necessary to carry out the user role;

· the privileges are to be granted only for the period for which they are necessary;

· access to operating system, network, systems software parameters and administrator account information shall be limited to authorised personnel only;

· access to firewall management facilities are limited to authorised personnel only;

· No high privileged shared accounts will be issued.

BS7799-2:2002 A.9.5.3 applies


11.5.3
Password management system

A password management system shall be in place to provide an effective, interactive facility which ensures quality passwords.

Where possible, an effective, automated password system to authenticate users should be implemented. To ensure quality passwords, a good password system should:

· enforce the use of individual passwords to maintain accountability;

· allow users to select and change their own passwords and include a confirmation procedure to allow for typing errors;

· enforce a minimum length for passwords (at least six (6) characters are recommended);

· where users maintain their own passwords, enforce a password change at regular intervals. Thirty days is recommended, with users being prompted to change their passwords during the seven days prior to the expiry date;

· where necessary, enforce a more frequent password change for privileged accounts, for example, those with access to system utilities;

· where passwords are selected by the user, force them to change temporary passwords at the first log-on;

· maintain a record of previously used passwords, for the past twelve months, and prevent users from re-using them;

· not display passwords on the screen when being entered;

· store password files separately from the main application system data;

· store passwords in encrypted form, using a one-way encryption algorithm;

· alter vendor default passwords immediately after installation;

· check that the user has selected a quality password, by checking, for example, that the password does not include any of the following:

-
months, days, or any other date aspect

-
company name

-
user-id, user name, group-id or other system identifier

-
two or more consecutive identical characters

-
all numeric or all alphabetic groups

BS7799-2:2002 A.9.5.4 applies


11.5.4
Use of system utilities

Use of system utility programs shall be restricted and tightly controlled.  Many excellent tools are offered as shareware or freeware. These must be tested on a standalone system before introduction to operational systems, to minimise the risk of introducing malicious software.  There is no such thing as trustworthy software as, due to its ephemeral nature it can be modified in any of its forms and this can pass unnoticed, and be largely undetectable.  The following should be enforced:

· use of authentication procedures for system utilities;

· segregation of system utilities from applications software;

· limitation of the use of system utilities to the minimum practical number of trusted, authorised users;

· authorisation for ad hoc use of systems utilities;

· limitation of the availability of system utilities, e.g. for the duration of an authorised change;

· logging of all use of system utilities;

· defining and documenting of authorisation levels for system utilities;

· removal of all unnecessary software based utilities and system software.

The use of system utilities should be restricted and controlled.  System utilities can be capable of over-riding system and application controls. Therefore the use of those utilities should be restricted to those who need to use them, and their use controlled by the following:

· password protection for system utilities

· segregation of system utilities from applications software

· limitation of the use of system utilities to the minimum number of trusted, authorised users

· limitation of the availability of system utilities, for example, for the duration of an authorised change

· logging of all use of system utilities

· defining and documenting authorisation levels for system utilities

· removal of all unnecessary utility and system software

BS7799-2:2002 A.9.5.5 applies


11.5.5
Session time-out

Inactive terminals shall shut down after a defined period of inactivity to prevent access by unauthorised persons.  Depending on the location and sensitivity of the system/data, this period may be as little as a minute and normally should not exceed a few minutes.  This is a complex interaction between the user, the application and the processes available to achieve shut-down.

Inactive terminals should be set to time out after a pre-set period of inactivity.  The time-out facility should clear the screen.  In high risk areas the time-out facility should also close both application and network sessions.

A high risk area might be a public or external area outside the control of NHS security management.  The time-out delay should reflect the security risks of the area.

Users should log off terminals or PCs when leaving them unattended.  PCs or terminals should be secured by a key lock or equivalent control (for example, password access control) when not in use.

For high risk applications, connection times should be restricted.

Limiting the period during which terminal connection to IM&T and/or eHealth services are allowed reduces the window of opportunity for unauthorised access.  This should be considered for sensitive systems.  

A restriction could be:

· using predetermined time slots

· restricting connection times to normal office hours if there is no requirement for overtime or extended hours operation

· limiting the elapsed time for any connection

BS7799-2:2002 A.9.5.7 applies


11.5.6
Limitation of connection time

Where it is appropriate to do so, restrictions on the times of connection and their duration shall be used to provide additional security for high-risk applications.  for example, office systems limited to office hours:

· using predetermined time slots, e.g. for batch file transmissions, or regular interactive sessions of short duration;

· restricting connection times to normal office hours if there is no requirement for overtime or extended-hours operation.

BS7799-2:2002 A.9.5.8 applies


11.6
Application and information access control

Late working hours can be accommodated with management approval for the individual/section.  Reduced privileges or user auditing can be applied for sensitive sections e.g. HR, Finance, PIMS:

· control user access to information and application system functions, in accordance with a defined business access control policy;

· not compromise the security of other systems with which information resources are shared

· be able to provide access to information to the owner only, other nominated authorised individuals, or defined groups of users.

BS7799-2:2002 A.9.6.1 applies


11.6.1
Information access restriction

Access to information and application systems functions shall be restricted in accordance with the access control policy.  Such policies may be set on an individual system basis provided permissions on one system do not allow breach of another:

· providing menus to control access to application system functions;

· restricting users' knowledge of information or application system functions which they are not authorised to access, with appropriate editing of user documentation;

· controlling the access rights of users, e.g. read, write, delete and execute;

· ensuring that outputs from application systems handling sensitive information contain only the information that is relevant to the use of the output and is sent only to authorised terminals and locations, including periodic review of such outputs to ensure that redundant information is removed.

Access to data and information should be granted only to staff who need to use it to perform their job function.  This applies particularly to security data which should be accessed only by security staff.  Security data includes password files, encryption and authentication algorithms and user profiles. 

If data access rights are changed or by-passed a report should be produced showing:

· the identity of the person making the change

· the authority for the change

· what is being changed

· who would or could be affected by the change

· the date and time of the change

If the mechanisms have been bypassed by an unknown intruder, then the incident should be treated as a breach of security and fully investigated.  

Except in emergencies, staff should not be granted access to live data over and above that originally assigned by the data owner.  Where emergency access rights are granted (for example, to technical support staff or engineers) they should always be granted under a specially allocated user‑id and be password controlled.  The password should be changed on completion of the emergency activity.  All activity during the emergency should be automatically monitored and covered by logs and audit trails.

All detected unauthorised attempts to access systems or data should be reported to the IT Security Officer as a security incident.

BS7799-2:2002 A.9.6.1 applies


11.6.2
Sensitive system isolation

Sensitive systems shall have a dedicated (isolated) computing environment.  Provision of such environments requires extra care over various risks:
· The sensitivity of an application system should be explicitly identified and documented by the application owner (see BS7799-2:2002 4.1.3);

· When a sensitive application is to run in a shared environment, the application systems with which it will share resources should be identified and agreed with the owner of the sensitive application.

BS7799-2:2002 A.9.6.2 applies


11.7
Mobile computing and teleworking

Portable computers should be provided with appropriate access protection, for example, passwords and/or encryption, and should not be left unattended in public places.

Portable computers are very vulnerable to theft, loss or unauthorised access when travelling.  The high incidence of car theft makes it inadvisable to leave equipment or media in a car (even in a locked boot) or to take them into vulnerable areas.

To preserve the integrity of data, frequent transfers should be made between portable computers.  They should be maintained regularly and batteries kept charged to preserve their availability.

BS7799-2:2002 A.9.8.1 applies


11.7.1
Mobile computing and communications

Mobile computing.  A formal policy shall be in place and appropriate controls shall be adopted to protect against the risks of working with mobile computing facilities, in particular in unprotected environments.

BS7799-2:2002 A.9.8.1 applies


11.7.2
Teleworking

Policies and procedures shall be developed to authorise and control teleworking activities.

No high privileged access is permitted under teleworking authorisation.

BS7799-2:2002 A.9.8.2 applies


12.0
IT systems acquisition, development and maintenance

Security must be considered by systems procurement managers, by system designers and system developers for all business application systems from the beginning of the systems design process through the testing phases to the system going live.

The advice given in IT Security Manual Volume 6 Procurement, Installation, Repair, Relocation and Disposal of Computer Systems;

Volume 10 Secure Development of Systems;

Volume 12 Data Security and;

Volume 14 Configuration Management applies.





12.1
Security requirements of information systems

Security must be considered as a formal part of the systems development life cycle for all business information systems, whether procured, developed in-house or maintained.  Legacy programs must be subject to this policy in addition to new developments.

Security requirements that are identified at the requirements phase of a project must be justified, agreed and documented as part of the overall business case for an information system.

Access to operational software, system test data and all program source libraries will be controlled.

12.1.1
Security requirements analysis and specification

Business requirements for new systems or enhancements to existing systems shall specify the requirements for controls.  Note that "systems" includes the associated business process and manual.  Security controls and procedures that relate to the development and maintenance of NHS Scotland networks will be defined and documented by each organisation.

BS7799-2:2002 A.4.8 applies


12.2
Correct processing in applications

All transactions to be input to a multi-user application on a network must be subject to a form of validation to ensure that processing is checked.  Those transactions that fail such checks should be:

· rejected with a notification of the rejection sent to the submitter;

· corrected and resubmitted;

· suspended pending further investigation.

BS7799-2:2002 A.10.1.1 applies


12.2.1
Input data validation

Data input to application systems shall be validated to ensure it is correct and appropriate.  Validation should include inspection of sample data, sanity checking of values and units, and data quality analysis for unusual values, trends or repetitions.  Such analysis should be independently undertaken. Corrective action should be part of the business process (not the analysis process).  Checks could include:

· dual input or other input checks to detect the following errors;

· out-of-range values;

· invalid characters in data fields;

· missing or incomplete data;

· exceeding upper and lower data volume limits;

· unauthorised or inconsistent control data;

· periodic review of the content of key fields or data files to confirm their validity and integrity;

· inspecting hard-copy input documents for any unauthorised changes to input data (all changes to input documents should be authorised);

· procedures for responding to validation errors;

· procedures for testing the plausibility of the input data;

· defining the responsibilities of all personnel involved in the data input process.

Data security controls should maintain the accuracy, completeness and currency of data input, held and processed.  Controls should include at least:

· referential integrity and validity checking: referential integrity checking is the cross checking of logical consistency between data fields (for example checking that date of admission to hospital is later than (or equal to) date of birth); validity checking includes ensuring that a field is within a certain range, or only alphabetic, or only numeric;

· reconciliation across modules and systems: reconciliation should span initiation of data to final disposition and could be based on the number of records, cash value, or hash totalling (totalling of any field in all records to produce a subsequently checkable field).; where relevant, batch control totals and logging of batches of data rejected data, or data removed in an emergency, should be output with a reason for rejection and either:

· held on a suspense file and the user notified of the rejection or removal;

· or returned to the user for completion of processing, with a record kept of any data removed and the reason(s) for removal.

Any loss or corruption of data should be reported to the IT Security Officer and the data owner.  The report should include:

· date and time of discovery;

· which data has been lost or corrupted;

· remedial action taken;

· reason for the loss or corruption;

· follow‑up action taken or required.

There should be automatic controls to ensure that the correct version of data is used for live processing.

BS7799-2:2002 A.10.2.1 applies


12.2.2
Control of internal processing

Validation checks shall be incorporated into systems to detect corruption of the data processed.  Such checks could include:

· the use and location in programs of add and delete functions to implement changes to data;

· the procedures to prevent programs running in the wrong order or running after failure of prior processing (see also BS7799-2:2002 A.8.1.1);

· the use of correct programs to recover from failures to ensure the correct processing of data;

· Checks and controls:

· session or batch controls, to reconcile data file balances after transaction updates

· balancing controls, to check opening balances against previous closing balances, namely

· run-to-run controls

· file update totals

· program-to-program controls

· validation of system-generated data (see BS7799-2:2002 A.10.2.1)

· checks on the integrity of data or software downloaded, or uploaded, between central and remote computers (see BS7799-2:2002 A.10.3.3)

· hash totals of records and files

· checks to ensure that application programs are run at the correct time

· checks to ensure that programs are run in the correct order and terminate in case of a failure, and that further processing is halted until the problem is resolved

Internal application system data should be validated.

Data correctly entered into an application system can be corrupted by processing errors or deliberate acts.  Validation checks should be incorporated to detect such corruption.  Validation checks could include:

· session or batch controls, to reconcile data file balances after transaction updates

· balancing controls, to check opening balances against previous closing balances

· validation of system generated data 

· checks on the integrity of data or software downloaded, or uploaded, between central and remote computers 

· hash totals of records and files

An audit trail facility, allowing the tracing of all transactions in a system, should be provided.  The data owner should specify the retention period of the audit trail.  The retention period should be agreed with the IT Security Officer and detailed in the system security policy.

The audit trail should include attempted and failed transactions, where the reason for failure should be clearly stated.

BS7799-2:2002 A.10.2.2 applies


12.2.3
Message integrity

Message authentication.  Message authentication shall be used for applications where there is a requirement to protect the integrity of the message content.  There is a range of techniques for identifying, and correcting errors. For unsecured transmission paths where tampering may occur stronger cryptographically-based message digests and digital signing options should be used.  SEHD intend to adopt Public Key Infrastructure (PKI) based solutions.

BS7799-2:2002 A.10.2.3 applies


12.2.4
Output data validation

Data output from an application system shall be validated to ensure that the processing of stored information is correct and appropriate to the circumstances.  Validation checks include:

· plausibility checks to test whether the output data is reasonable;

· reconciliation control counts to ensure processing of all data;

· providing sufficient information for a reader or subsequent processing system to determine the accuracy, completeness, precision and classification of the information;

· procedures for responding to output validation tests;

· defining the responsibilities of all personnel involved in the data output process.

BS7799-2:2002 A.10.2.4 applies


12.3
Cryptographic controls

Cryptographic techniques for encrypting files, authenticating users or preserving the integrity of information must be subject to controls that are driven by business requirements.

The need for such controls must be risk assessed.  Any products that are used must use standard protocols and formats.  The OECD Guidelines for Cryptographic Policy provides guidelines and the ISO/IEC JTC1/SC27 report provides standards.

BS7799-2:2002 A.10.3 applies


12.3.1
Policy on the use of cryptographic controls

A Policy on the use of cryptographic controls for the protection of information shall be developed (by SEHD) and followed.
Digital certificate usage, the development of non-repudiation services, and the requirements for key management, are to be subject to this policy.  The policy should include:

· the management approach towards the use of cryptographic controls across NHS Scotland, including the general principles under which business information should be protected;

· the approach to key management, including methods to deal with the recovery of encrypted information in the case of lost, compromised or damaged keys;

· roles and responsibilities, e.g. who is responsible for:

· the implementation of the policy;

· the key management.

· how the appropriate level of cryptographic protection is to be determined;

· the standards to be adopted for the effective implementation throughout the organization (which solution is used for which business processes).

BS7799-2:2002 A.10.3.1 applies


12.3.2
Key management

A key management system based on an agreed set of standards, procedures and methods shall be used for the support of cryptographic techniques.  In the interest of patient care a UK-wide scheme is planned to be adopted.  The English system (as used in NCRS) is not mandated in Scotland, and so a decision on which key management system is to be adopted has not yet been taken.  Two forms of key management are:

· secret key techniques, where two or more parties share the same key and this key is used both to encrypt and decrypt information. This key has to be kept secret since anyone having access to it is able to decrypt all information being encrypted with that key, or to introduce unauthorised information;

· public key techniques, where each user has a key pair, a public key (which can be revealed to anyone) and a private key (which has to be kept secret). Public key techniques can be used for encryption (see BS7799-2:2002 A.10.3.2) and to produce digital signatures (see BS7799-2:2002 A.10.3.3).

Standards, procedures and methods will be:

· generating keys for different cryptographic systems and different applications;

· generating and obtaining public key certificates;

· distributing keys to intended users, including how keys should be activated when received;

· storing keys, including how authorised users obtain access to keys;

· changing or updating keys including rules on when keys should be changed and how this will be done;

· dealing with compromised keys;

· revoking keys including how keys should be withdrawn or deactivated, e.g. when keys have been compromised or when a user leaves NHS Scotland (in which case keys should also be archived);

· recovering keys that are lost or corrupted as part of business continuity management, e.g. for recovery of encrypted information;

· archiving keys, e.g. for information archived or backed up;

· destroying keys;

· logging and auditing of key management related activities.

BS7799-2:2002 A.10.3.5 applies


12.4
Security of system files

System files must be secured, protected and controlled.  Controls shall be applied and documented to control the implementation of all NHS Scotland network devices software in each of its organisations.

BS7799-2:2002 A.10.4 applies


12.4.1
Control of operational software

Control shall be applied to the implementation of software on operational systems.  Checks should assure that:

· The updating of the operational program libraries should only be performed by the nominated librarian upon appropriate management authorisation (see BS7799-2:2002 A.10.4.3);

· If possible, operational systems should only hold executable code;

· Executable code should not be implemented on an operational system until evidence of successful testing and user acceptance is obtained, and the corresponding program source libraries have been updated;

· An audit log should be maintained of all updates to operational program libraries;

· Previous versions of software should be retained as a contingency measure.

BS7799-2:2002 A.10.4.1 applies


12.4.2
Protection of system test data

Test data shall be protected and controlled.  Use of live data or testing on live systems is not sanctioned.  Any such tests are to be formally approved by the business owner of the data, logged, audited for conformity with the expected values, and checked.

The access control procedures, which apply to operational application systems, should also apply to test application programs.  Access to operational application systems should be limited to those that use the software (the end users), while access to test programs should be limited to development staff.  Maintenance staff should not have access to live files, even for copying purposes.

Live files should be under the care of staff (operations staff or users) who have no maintenance responsibilities.  These staff should make copies if programmers require them, with personal or patient identifiable data pseudonymised of anonymised appropriately..  Failure to separate responsibilities in this way increases the risk of procedures being evaded by programmers in a hurry, with subsequent loss of confidentiality.

The copying, archiving or writing to stores of any data should be authorised by the data owner and copies should be treated as having the same level of security and access restrictions as the originals.

Live sensitive data should not be used for testing, training or demonstration purposes unless it is transformed such that identification of any individual is not possible (pseudonymised, or anonymised).

This applies in particular to all personal data as defined by the Data Protection Act (1998).  If live personal or patient identifiable information is being "transformed" to use for test purposes, it should be borne in mind that simply changing a name may not be sufficient protection.  If the person could be identified, by anyone, from the rest of the data (for example, medical history, address or other personal details) then all the data would need to be transformed.  Live and test data files should always be logically separated.

BS7799-2:2002 A.10.4.2 applies


12.4.3
Access control to program source code

Strict control shall be maintained over access to program source libraries.  Where such libraries are in the public domain (e.g. LINUX), care must be taken to prevent unauthorised substitution of a modified copy.  This may be achieved by digital signature of a message digest of the file(s)).

In order to minimise the possibility of corruption of computer programs, strict control should be maintained over access to program source libraries as follows:

· where possible, program source libraries should not be held in operational systems;

· a program librarian should be nominated for each application;

· support staff should not have unrestricted access to program source libraries;

· programs under development or maintenance should not be held in operational program source libraries;

· the updating of program source libraries and the issuing of program sources to programmers should only be done by the nominated librarian upon authorisation from the system manager.  If emergency re-compilations need to be done without prior authority, a record of all the circumstances should be kept for subsequent investigation;

· program libraries should be held in a secure environment;

· an audit log should be maintained of all accesses to program source libraries;

· old versions of source programs should be archived, with a clear indication of the precise dates and times when they were operational, together with all supporting software, job control, data definitions and procedures;

· maintenance and copying of program source libraries should be subject to strict change control procedures;

· vendor supplied software packages should be used without modification;

· If any changes are necessary, these should be obtained from the vendor.

BS7799-2:2002 A.10.4.3 applies


12.5
Security in development and support processes

There must be full documentation of changes to development and support processes. The advice given in IT Security Manual Volume 10 Secure Development of Systems applies.

12.5.1
Change control procedures

Restrictions on changes to software packages: modifications to software packages shall be discouraged and essential changes strictly controlled.  Change control documentation should include:

· maintaining a record of agreed authorisation levels;

· ensuring changes are submitted by authorised users;

· reviewing controls and integrity procedures to ensure that they will not be compromised by the changes;

· identifying all computer software, information, database entities and hardware that require amendment;

· obtaining formal approval for detailed proposals before work commences;

· ensuring that the authorised user accepts changes prior to any implementation;

· ensuring that implementation is carried out to minimise business disruption;

· ensuring that the system documentation set is updated on the completion of each change and that old documentation is archived or disposed of;

· maintaining a version control for all software updates;

· maintaining an audit trail of all change requests;

· ensuring that operating documentation (see BS7799-2:2002 A.8.1.1) and user procedures are changed as necessary to be appropriate;

· ensuring that the implementation of changes takes place at the right time and is not disturbing the business processes involved.

BS7799-2:2002 A.10.5.1 applies


12.5.2
Technical review of applications after operating system changes

Application systems shall be reviewed and tested when changes occur.  Checks should include:

· review of application control and integrity procedures to ensure that they have not been compromised by the operating system changes;

· ensuring that the annual support plan and budget will cover reviews and system testing resulting from operating system changes;

· ensuring that notification of operating system changes is provided in time to allow appropriate reviews to take place before implementation;

· ensuring that appropriate changes are made to the business continuity plans.

BS7799-2:2002 A.10.5.2 applies


12.5.3
Restrictions on changes to software packages

Modifications to software packages shall be discouraged and essential changes strictly controlled.  These controls should check the following:

· the risk of built-in controls and integrity processes being compromised;

· whether the consent of the vendor should be obtained;

· the possibility of obtaining the required changes from the vendor as standard program updates;

· the impact if the organisation becomes responsible for the future maintenance of the software as a result of changes.

BS7799-2:2002 A.10.5.3 applies


12.5.4
Information leakage

The purchase, use and modification of software shall be controlled and checked to protect against possible covert channels and Trojan code.  Procedures should include the following:

· buying programs only from a reputable source;

· buying programs in source code so the code may be verified;

· using evaluated products;

· inspecting all source code before operational use;

· controlling access to, and modification of, code once installed;

· use staff of proven trust to work on key systems.

BS7799-2:2002 A.10.5.4 applies


12.5.5
Outsourced software development

Outsourced software development.  Controls shall be applied to secure outsourced software development.  Procedures should include the following:

· licensing arrangements, code ownership and intellectual property rights (see BS7799-2:2002 A.12.1.2);

· certification of the quality and accuracy of the work carried out;

· escrow arrangements in the event of failure of the third party;

· rights of access for audit of the quality and accuracy of work done;

· contractual requirements for quality of code;

· testing before installation to detect Trojan code.

BS7799-2:2002 A.10.5.5 applies


12.6
Vulnerability management

Vulnerability management comprises four areas of security:

· Inventory of network assets.  The inventory must show hardware platforms; versions and updates of operating systems; versions and patched updates of applications, etc;

· Risk and impact level assessment.  Evaluate actual risk and impact level of a vulnerability striking;

· Itemising defensive posture and tools.  Develop standard operating procedures to proactively anticipate vulnerabilities and reactively counter them;

· Deploy intrusion detection and / or prevention tools.  Identify the need for market leading appliances and / or software tools, and deploy them.

Where it is recognised that vulnerability management is appropriate, registers of all vulnerability patch alerts will be maintained.  The IT Manager, or the IT Security Officer under direction, will log the following to secure auditable vulnerability management data:

· alert reference number and source (e.g., UNIRAS, Secunia, MS, Novell TID, etc);

· time and date alert received;

· time and date implemented;

· name of authorising party;

· comments;

· any change control number.




12.6.1
Control of vulnerabilities

Control of vulnerabilities must include the following:

· An accurate inventory of systems and software.  Each vulnerability must be identified and its applicability to the version of hardware and software assessed.

· Assessment of risk to business resources.  Where a vulnerability is identified as relevant to the network, it is required that determining potential targets systems is vital.  Critical assessment levels apply to core systems (firewall, DNS, business servers);

· Assessment of likelihood of remote vulnerability exploitation.  Critical assessment levels apply to vulnerabilities that can be exploited by anonymous attackers over the Internet: lower assessments apply to one that requires physical access to a system console;

· Assessment of potential damage where a vulnerability succeeds.  Critical assessment levels apply to vulnerabilities that may bring hospital patient administration systems down, or allow patient identifiable data to be altered: lower assessments apply to one that allows a Denial of Service attack to a web server; 

· Assessment of steps taken to mitigate the risk:  Where a vulnerability announcement is accompanied by patches, the steps are included:  where a vulnerability includes instructions for alternative defences until the vendor releases a fix or work-around, other steps may be required.

13.0
Information security incident management

A security breach must be reported on an incident opening form whose contents must contain at least those items listed in Appendix E.  The form must be completed by either the reporting officer or by the IT Security Officer.

The advice given in IT Security Manual Volume 15 Incident Reporting applies.

BS7799-2:2002 A.6.3 applies


13.1
Reporting information security events and weaknesses

The IT Security Officer is responsible for ensuring that the incident opening form is completed where deemed appropriate and that, at the same time, an incident investigation form is opened.

Incidents must remain open until the Cause and Action sections of the incident investigation form are completed.

As soon as is possible during the course of the investigation the IT Security Officer must categorise the incident within one of the categories (from Insignificant to Acute) as defined in the Incident Classification Table.  The incident may need to be re-categorised during the course of the investigation as new information or impacts are discovered.

If the security breach is defined as Significant, Major or Acute then a copy of the two report forms must be sent to the Information Security Consultant, NISG, immediately.  The Information Security Consultant, NISG should also be informed of the security breach by telephone as soon as is possible, so that advice may be sought rapidly.

If the security breach is defined as Significant, Major or Acute then the Chief Executive of the Board must be informed immediately.  It is important that the Chief Executive is made aware as soon as is possible of serious security breaches. Such breaches may be reported in the media or be the subject of Parliamentary Questions, and so familiarity with the facts and its assessed impact level is critical.

The IT Security Officer is responsible for fully briefing the Chief Executive on all aspects of a Significant, Major or Acute incident.  He or she should liase closely with the parties involved during the incident in order to ascertain the cause(s) as far as can be known, and with management to keep them informed.

In any case where the IT Security Officer may be responsible for the security breach (see below) then the Information Security Consultant, NISG, is responsible for fully briefing the Chief Executive Officer.

Any staff member reporting a breach of IT Security must have unhindered access to NHS Scotland’s Chief Executive Officer if that staff member believes the breach has been as a result of an action by the Information Security Consultant, NISG, a member of senior management, or a member of the professional medical staff.

A breach of IT Security by an IT Security Officer, or member of senior management, if found proven, will be regarded as a very serious breach of discipline, with penalties likely to exceed those imposed on an ordinary member of staff. The philosophy is the same as that which applies to a police officer who breaks the law.

The IT Security Officer must be available to any member of staff reporting a breach in IT Security.  The anonymity of the member of staff must be ensured, irrespective of whether or not the event turns out to be a genuine breach or a false alarm.  It is most important that the reporting process is made as easy as possible, especially where someone in a position of trust commits the breach.  It is possible that the offender may be in a position of authority over the staff member making the report.  Therefore, it is essential that no adverse pressures be brought to bear on the staff member as a consequence.

The IT Security Officer must be responsible for ensuring that documented records of incidents are retained and stored securely for audit review. The retention period must be agreed with Management Audit Services and advised to the Information Security Consultant, NISG.

BS7799-2:2002 A.6.3 applies


13.1.1
Reporting information security events

A security incident might be a "usual", everyday event ‑ for example, accidentally entering the wrong password or the wrong User ID, forgetting to change a password within a specified time period, or an "unusual" event ‑ for example, something odd happening on a screen, a computer file disappearing, an unaccompanied unidentified stranger in a restricted area.

Incident management procedures should ensure a quick, effective and orderly response to security incidents.  A security incident is defined as any event which has resulted, or could result, in:

· the disclosure of confidential information to any unauthorised individual;

· the integrity of the system or data being put at risk;

· the availability of the system or information being put at risk.

an adverse impact, for example:

· embarrassment to NHS Scotland, NHS in the UK, or any NHS organisation;

· threat to personal safety or privacy;

· legal obligation or penalty;

· financial loss;

· disruption of activities.

Incident management procedures provide a rapid response to security incidents, facilitate the collection and maintenance of data, and enables management to identify appropriate responses to these security incidents.

BS7799-2:2002 A.6.3.1 applies


13.1.2
Reporting security weaknesses

All incidents or information indicating a suspected or actual security weakness should be reported to the immediate line manager and the IT Security Officer.

The IT Security Officer should investigate the incident or weakness, and assess the level of impact it presents to NHS Scotland or one of its organisations.  The IT Security Officer should then inform the Information Security Consultant, NISG, of the findings.  Where the NHSnet is, or could be, involved in the incident, the NISG Principal Telecommunications Consultant or the NHSnet/N3 Security Manager must be informed.  Contact details must be provided for reporting purposes.

The procedures for identifying and reporting these items should be clearly laid down, easily understood and provided to relevant staff as soon as possible after start of employment.

Managers should not try to contain disciplinary action for major security breaches within their own project areas/departments.  Where malpractice is shown, disciplinary action should be taken in accordance with the Partnership Information Network (PIN) Management of Employee Conduct guideline.

One reporting line within NHS Scotland organisations is identified for the benefit of staff reporting suspected security breaches by their own superiors: if in doubt, or to seek advice preparatory to making a report, contact the Information Security Consultant, NISG.

These reporting lines should be clear, made known to relevant staff as soon as possible after start of employment and must ensure protection and confidentiality for the party reporting.  Even in the event of a "false alarm" every precaution must be taken to protect the identity of the reporter.

Where an attempt by one member of staff to report a serious breach of security on the part of another can be proven to be deliberate and malicious in its nature, the person reporting the incident may be held to be defaming the member of staff alleged to have breached security.  This should be treated as a gross/serious misconduct in line with the PIN guideline.

BS7799-2:2002 A.6.3.2 applies


13.2
Management of information security incidents and improvements

As there are likely to be, due to human error, occurrences of "usual" incidents it would be time‑consuming and not cost effective for each one to be individually reported.  However, statistics on these events should be gathered, where practicable, so that unusual trends or anomalies may be detected.

The "usual" incidents should be logged, and a summary report regularly sent to the IT Security Officer for review.  The report should contain at least:

· incident type;

· time and date of incident;

· location of incident;

· user-id and name of reporter.

The types of incidents that can result in a breach of security are many and varied.  Their severity will depend on the timing and location of the incident, the person(s) involved and the purposes for which the system is used.  For example, a consultant surgeon inadvertently walking into the computer room may be a far less serious breach than a member of the general public doing so.

The majority of information security breaches are innocent and unintentional, and reporting them will not normally result in any form of disciplinary action.  The likely result will be improved security and awareness.  In the example above, the installation of a key‑coded door lock could prevent further similar incidents.

The IT Security Officer must maintain a log of all unusual incident forms and completed investigation forms.  The report should contain at least:

· a unique cross reference to each of the two forms;

· a brief title, date and location of the incident;

· classification of incident.

The IT Security Officer must ensure that records of incidents are stored for audit review.  Procedures will be provided to ensure that incident information is collected and stored in a secure manner.

BS7799-2:2002 A.6.3.2 applies


13.2.1
Responsibilities and procedures

All personnel in NHS Scotland are required to exercise responsibility in the reporting of incidents and weaknesses to information security as they are encountered.  These policies are intended to require that all problems and breaches be promptly brought to the attention of personnel who can actually do something about them.

Perceived security weaknesses must be reported quickly and accurately.

BS7799-2:2002 A.6.3.3 applies


13.2.2
Learning from information security incidents

As information security incidents are reported, NHS Scotland learns more and loses less in time and effort than would have been the case had they not been reported.  If problems and breaches go unreported, they may lead to much greater losses in time and effort for NHS Scotland than would been the case if these problems had been reported immediately.  We learn from reported incidents, we remain in a state of ignorance from those that are not reported to us.

If personnel are concerned that by filling in an incident report they may injure or defame another member of staff, they must yet be reassured that the report of an incident is of more importance than the consequences of that incident report, as NHS Scotland may depend upon such a report to contain injury to many other members of staff, patients, or the public.

It is the intention of these policies to require that members of staff in NHS Scotland or one of its organisations report information security breaches and problems promptly.  It is absolutely essential that losses from possible penetration by hackers be limited as quickly as possible, for example.

Where delays in reporting take place, there may be substantial losses for NHS Scotland.  NHS Scotland recognises that those people who use systems are most often those who recognise problems soonest.   These policies require that staff in NHS Scotland, who can do something about limiting damage, acknowledge this recognition.

The advice given in IT Security Manual Volume 15 Incident Reporting applies.

In short, reporting is to be encouraged at all times, so that we continue to learn from incidental, accidental or deliberate breaches of information security.

BS7799-2:2002 A.6.3.4 applies


13.2.3
Collection of evidence

Where, as a result of a reported incident, a member of staff is to be disciplined, it is vital that the evidence concerning the breach is collected dispassionately, proportionately, and fairly.

The Personnel department in all NHS Scotland organisations will advise staff members of the procedures to be followed in disciplinary cases, and staff Union representation is available to staff in an advisory function.

A disciplinary process must be in place to deal with security incidents, in order to ensure that the principles of fairness, equity, reasonableness and justice are applied in dealing with matters that may warrant disciplinary action..

14.0
Business continuity management

The planning process should cover the following: a formal, documented, assessment of how long users could manage without each computer system.

Asking the users to assess how soon after the loss or destruction of a system the effects would become serious, and what would be the impact, both financial and otherwise, provides a measure for the amounts of protection and resilience, which need to be provided.  The assessment should be reviewed regularly as a component in the corporate business risk register to review the importance of the system and review its risk levels:

· the effect of any loss or destruction may vary according to the time of the week, month or year when it occurs. To ensure adequate business continuity at all times, the worst timing of any such loss or destruction should be considered;

· a formal, documented, assessment of the criticality of each system, including the impact of the short, medium and long term loss of the system on business activities;

· identification and agreement of all responsibilities and emergency arrangements;

· documentation of agreed procedures and processes;

· a formal assessment of how resilience and continuity will be achieved.

Resilience measures may include duplicating parts of the installation to reduce the risk of breakdown stopping its operation.  Continuity measures may include falling back to a manual system or identifying alternative installations or sites to which the system can be moved if the computer is lost.  The first step in meeting user requirements for continued operation is to identify the measures needed.

There should be multiple copies of each continuity plan, held both on-site and off-site.  Responsible managers at home should hold some copies, to allow immediate reference in off-duty hours.

The IT Security Officer, or a nominated senior manager, should be responsible for issuing copies of the plans, and for supplying updates to the holders from time to time. All copies of a plan should be identical at all times.

BS7799-2:2002 A.11. applies


14.1
Information security aspects of business continuity management

Including information security in the business continuity management process will be an intrinsic part of the plan.

BS7799-2:2002 A.11.1 applies


14.1.1
Business continuity management process.

There shall be a managed process in place for developing and maintaining business continuity throughout the organisation.

The planning process should cover the following:

· understanding the risks the organization is facing in terms of their likelihood and their impact, including an identification and prioritisation of critical business processes;

· understanding the impact which interruptions are likely to have on the business (it is important that solutions are found that will handle smaller incidents, as well as serious incidents that could threaten the viability of the organization), and establishing the business objectives of information processing facilities;

· formulating and documenting a business continuity strategy consistent with the agreed business objectives and priorities;

· formulating and documenting business continuity plans in line with the agreed strategy;

· regular testing and updating of the plans and processes put in place;

· ensuring that the management of business continuity is incorporated in the organization's processes and structure. Responsibility for co-ordinating the business continuity management process should be assigned at an appropriate level within the organization, e.g. at the information security forum (see BS7799-2:2002 A.4.1.1).

To aid in the planning process, assessments of system loss and impact of loss should be provided and reviewed regularly in case the importance of the system has changed:

· a formal, documented, assessment of how long users could manage without each computer system

· asking the users to assess how soon after the loss or destruction of a system the effects would become serious, and 

· asking users to detail the impact, both financial (if known) and otherwise,

The effect of any loss or destruction may vary according to the time of the week, month or year when it occurs. To ensure adequate business continuity at all times, the worst timing of any such loss or destruction should be considered;

· a formal, documented, assessment of the criticality of each system, including the impact of the short, medium and long term loss of the system on business activities;

· identification and agreement of all responsibilities and emergency arrangements;

· documentation of agreed procedures and processes;

· a formal assessment of how resilience and continuity will be achieved.

Resilience measures may include duplicating parts of the installation to reduce the risk of breakdown stopping its operation.  Continuity measures may include falling back to a manual system or identifying alternative installations or sites to which the system can be moved if the computer is lost.  The first step in meeting the users' requirements for continued operation is to identify the measures needed.

There should be multiple, controlled, copies of each continuity plan, held both on-site and off-site.  Responsible managers at home should hold some copies, to allow immediate reference in off-duty hours.

The IT Security Officer should be responsible for issuing copies of the plans, and for supplying updates to the holders from time to time. All copies of a plan should be identical at all times.

BS7799-2:2002 A.11.1.1 applies


14.1.2
Business continuity and risk assessment

Business continuity and impact analysis.  A strategy plan, based on appropriate risk assessment, shall be developed for the overall approach to business continuity.

BS7799-2:2002 A.11.1.2 applies


14.1.3
Developing and implementing continuity plans

A Strategy plan, based on appropriate risk assessment, shall be developed for the overall approach to business continuity.  The plan should include:

· identification and agreement of all responsibilities and emergency procedures;

· implementation of emergency procedures to allow recovery and restoration in required time-scales. Particular attention needs to be given to the assessment of external business dependencies and the contracts in place;

· documentation of agreed procedures and processes;

· appropriate education of staff in the agreed emergency procedures and processes including crisis management;

· testing and updating of the plans.

BS7799-2:2002 A.11.1.3 applies


14.1.4
Business continuity planning framework

Business continuity plans shall be tested regularly and maintained by regular reviews to ensure that they are up to date and effective. Plans should be based on a framework and include:

· the conditions for activating the plans which describe the process to be followed (how to assess the situation, who is to be involved, etc.) before each plan is activated;

· emergency procedures which describe the actions to be taken following an incident which jeopardizes business operations and/or human life. This should include arrangements for public relations management and for effective liaison with appropriate public authorities, e.g. police, fire service and local government;

· fallback procedures which describe the actions to be taken to move essential business activities or support services to alternative temporary locations, and to bring business processes back into operation in the required time-scales;

· resumption procedures which describe the actions to be taken to return to normal business operations;

· a maintenance schedule which specifies how and when the plan will be tested, and the process for maintaining the plan.

· awareness and education activities which are designed to create understanding of the business continuity processes and ensure that the processes continue to be effective

· the responsibilities of the individuals, describing who is responsible for executing which component of the plan. Alternatives should be nominated as required

BS7799-2:2002 A.11.1.4 applies


14.1.5
Testing, maintaining and re-assessing business continuity plans 

Business continuity plans shall be tested regularly and maintained by regular reviews to ensure that they are up to date and effective.

A test schedule should be drawn up for each contingency plan.

A contingency plan needs to be tested initially and to be practised at intervals.  It is easy to forget some simple step which will cause the plan to fail.  Computer systems change with time and a viable arrangement with another site can become useless after a year or two.  Staff move and new staff may be unfamiliar with the contingency arrangements.

Business continuity plans should be reviewed and updated (if necessary) as part of the configuration management process.

Configuration management and change control procedures should include an impact analysis of the effect of the change on any continuity plans.

Any change to a business continuity plan should be done under formal change control procedures.

Business continuity plans quickly become out of date because of changes in business or organisation and should be updated regularly.  A formal method of change control is needed to ensure that the implications of change are identified and disseminated.

The following should be included in a testing and re-assessment procedure:

· table-top testing of various scenarios (discussing the business recovery arrangements using example interruptions;

· simulations (particularly for training people in their post-incident/crisis management roles);

· technical recovery testing (ensuring information systems can be restored effectively;

· testing recovery at an alternate site (running business processes in parallel with recovery operations away from the main site;

· tests of supplier facilities and services (ensuring externally provided services and products will meet the contracted commitment;

· complete rehearsals (testing that the organisation, personnel, equipment, facilities and processes can cope with interruptions.

Maintaining and re-assessing the plans:

· personnel

· addresses or telephone numbers

· business strategy

· location, facilities and resources

· legislation

· contractors, suppliers and key customers

· processes, or new/withdrawn ones

· risk (operational and financial).

BS7799-2:2002 A.11.1.5 applies


15.0
Compliance 

Objective: To avoid breaches of any criminal and civil law, and statutory, regulatory or contractual obligations, and of any security requirements.  Law  is a complex and changing topic.  The laws applicable in NHS Scotland arise from local, UK and International jurisprudence.  For IT the small print in Software licences and hardware support contracts may reflect a world-wide collection of applicable law, and for data about people the Data Protection Act 1998 covers both data processed in the UK or EC countries, and elsewhere.  Case law can change interpretation and approach, and regulations issued by various authorities can impact on what is or is not acceptable.  In all circumstances where a possible legal liability is envisaged, this policy recommends consultation with suitably qualified legal professionals as early as practicable to minimise risk.

In particular, NHS Scotland and its organisations will be compliant with ISO/IEC 17799:2000, the Information Security Code of Practice, BS 7799-2:2002, the NHS National Programme for Information Security Policy, the NHS Scotland Security Policy (this document) and information security policy guidelines where these are applicable.

BS7799-2:2002 A.12 applies


15.1
Compliance with legal requirements

The range of laws that affect information security policy include:

· The Data Protection Act 1998;
 http://www.opsi.gov.uk/acts/acts1998/19980029.htm
· The Computer Misuse Act 1990; 
http://www.opsi.gov.uk/acts/acts1990/Ukpga_19900018_en_1.htm 

· The Copyright, Patents & Trademarks Act (1988);
http://www.hmso.gov.uk/acts/acts1988/Ukpga_19880048_en_1.htm 

· The Health and Safety at Work Act (1974);
http://www.healthandsafety.co.uk/haswa.htm 

· Human Rights Act (1998);
http://www.hmso.gov.uk/acts/acts1998/19980042.htm 

· Regulation of Investigatory Powers Act (2000);
http://www.hmso.gov.uk/acts/acts2000/20000023.htm 

· Health & Social Care Act (2001)
http://www.opsi.gov.uk/acts/acts2001/20010015.htm 

· Freedom of Information (Scotland) Act (2002);
http://www.opsi.gov.uk/legislation/scotland/acts2002/20020013.htm 

Other legislation that needs to be considered includes:

· The Consumer Protection (Distance selling) Regulations 2000;
http://www.hmso.gov.uk/si/si2000/20002334.htm 

· The Social Security Fraud Bill 2000;
http://www.parliament.the-stationery-office.co.uk/pa/ld200001/ldbills/010/2001010.htm 

· Copyright and Rights in Database Regulations, 1997;
http://www.opsi.gov.uk/si/si1997/1973032.htm 

· Turnbull Report
http://www.icaew.co.uk/viewer/index.cfm?AUB=TB2I_6342&tb5=1 

· The Terrorism Act 2001 (in respect of hacking)
http://www.hmso.gov.uk/acts/acts2001/20010024.htm 

· Caldicott Report
http://www.dh.gov.uk/PolicyAndGuidance/InformationPolicy/PatientConfidentialityAndCaldicottGuardians/AccessHealthRecordsArticle/fs/en?CONTENT_ID=4100697&chk=yRCD4s 

BS7799-2:2002 A.12.1 applies


15.1.1
Identification of applicable legislation

All relevant statutory, regulatory and contractual requirements shall be explicitly defined and documented for each information system.  NHS Scotland has many and varied information systems in its estate: all must be documented so that applicable legislation use may be made clear to the users of these systems.  Compliance is not possible if its terms are unclear, and users must be made aware of the extent to which they must comply through the requirements for compliance that are detailed in legislative instruments.

Compliance will be checked by regular audits and reviews by Internal Audit and external audit bodies.

BS7799-2:2002 A.12.1.1 applies


15.1.2
Intellectual property rights (IPR)

Appropriate procedures shall be implemented to ensure compliance with legal restrictions on the use of material in respect of intellectual property rights, and on the use of proprietary software products.  Compliance with the requirements of these rights requires compliance with the provisions of the Copyright, Designs and Patents Act 1988, and comprises:

· publishing a software copyright compliance policy which defines the legal use of software and information products;

· issuing standards for the procedures for acquisition of software products;

· maintaining awareness of the software copyright and acquisition policies, and giving notice of the intent to take disciplinary action against staff who breach them;

· maintaining appropriate asset registers;

· maintaining proof and evidence of ownership of licenses, master disks, manuals, etc;

· implementing controls to ensure that any maximum number of users permitted is not exceeded;

· carrying out checks that only authorised software and licensed products are installed;

· providing a policy for maintaining appropriate licence conditions;

· providing a policy for disposing or transferring software to others;

· using appropriate audit tools;

· complying with terms and conditions for software and information obtained from public networks (see also BS7799-2:2002 A.8.7.6).

All the terms and conditions for identifying, and complying with, intellectual property rights, must be followed within NHS Scotland.

BS7799-2:2002 A.12.1.2 applies


15.1.3
Safeguarding of organisational records 

Important records of NHS Scotland and its organisations shall be protected from loss, destruction, modification and falsification.  This includes those records that need to be securely retained to meet statutory or regulatory requirements, as well as to support essential business processes.  The standards that are required are:

· guidelines should be issued on the retention, storage, handling and disposal of records and information as defined in the corporate Document Archive and Retention Policy;

· a retention schedule should be drawn up identifying essential record types and the period of time for which they should be retained;

· an inventory of sources of key information should be maintained;

· appropriate controls should be implemented to protect essential records and information from loss, destruction and falsification.

The requirement to comply with this standard is changing, as information records are changing from physical to electronic media.  These controls must be applied with the same rigour to new media such as electronic storage as they have traditionally been to physical media such as paper.

Records must be categorised by type, each with prescribed storage needs and retention periods.

Records must be stored and retrieved in a manner that supports their use in a court of law.

BS7799-2:2002 A.12.1.3 applies


15.1.4
Data protection and privacy of personal information

Controls shall be applied to protect personal information in accordance with relevant legislation.  Presently this is the Data Protection Act 1998; For NHS Scotland the Act is supplemented by the Caldicott Guidelines.  Amendments to the act are being considered by the Home Office (June 2001) and will be incorporated as necessary.

More information on periodicity of data retention is available in the file Risk Management Frameworks - National Procedures.

There is a website on Confidentiality maintained by NHS Scotland that should be referred to as the main source of information on application of confidentiality to information security within NHS Scotland.

BS7799-2:2002 A.12.1.4 applies


15.1.5
Prevention of misuse of information processing facilities

Management shall authorise the use of information processing facilities and controls shall be applied to prevent the misuse of such facilities.  All personnel will be made aware of the controls that apply to the use of information processing facilities, and the sanctions that will be applied to any misuse of these facilities.  The personnel departments of NHS Scotland organisations will ensure that there is in place a system for applying the terms and conditions of use and misuse of these facilities.

BS7799-2:2002 A.12.1.5 applies


15.1.6
Regulation of cryptographic controls 

Controls shall be in place to ensure compliance with national agreements, laws, regulations or other instruments to control the access to or use of cryptographic controls.  Presently the Regulation of Investigatory Powers (RIP) Act provides for access to encryption keys or a decrypted version of data when required by the State.

With the introduction of cryptographic controls into information processing facilities comes the need to ensure that these controls are subject to international, European, and national legislation and regulation.  The following applies to restrictions on access to cryptographic technology, and any disposal of computer hardware and software is subject to these restrictions:

· import and/or export of computer hardware and software for performing cryptographic functions;

· import and/or export of computer hardware and software which is designed to have cryptographic functions added to it

BS7799-2:2002 A.12.1.6 applies


15.2
Compliance with security policies and standards

All NHS Scotland personnel will comply with the security policies and standards that are contained within this document, and those to which this document refers.  As the exigencies of change in security requirements, the need for immediate reaction to threat may demand supplementary and immediate compliance with safeguards, this framework polices and standards will be upgraded.

It is necessary to maintain scrupulous adherence, as on occasion hardware, software, documentation on user access, logs of access, and any evidence of use or abuse that may be required forensically, will be submitted under legal conditions on the collection and presentation of evidence, in a court of law.  Under these conditions, the following must apply:

· Rules for evidence

· admissibility of evidence: whether or not the evidence can be used in court;

· weight of evidence: the quality and completeness of the evidence;

· adequate evidence that controls have operated correctly and consistently (i.e. process control evidence) throughout the period that the evidence to be recovered was stored and processed by the system;

· Admissibility of evidence;

· Quality and completeness of evidence;

· for paper documents: the original is kept securely and records are kept of who found it, where it was found, when it was found and who witnessed the discovery. Any investigation should ensure that originals are not tampered with

· for information on computer media: copies of any removable media, information on hard disks or in memory should be taken to ensure availability. The log of all actions during the copying process should be kept and the process should be witnessed. One copy of the media and the log should be kept securely

All users of NHS Scotland information processing systems, and all line managers responsible for assuring their correct use, must be aware of the need to have available to a court any evidence that is confirmed as admissible through the proper, correct and regular use of controls and documentation.

BS7799-2:2002 A.12.1.7 applies


15.2.1
Compliance with security policy and standards 

Managers shall ensure that all security procedures within their area of responsibility are appropriate and carried out correctly.  All areas of the organisation shall be subject to regular review to ensure compliance with security.  This applies to:

· information systems;

· systems providers;

· owners of information and information assets;

· users;

· management;

Regular security audits will be performed by the IT Security Officer or under his direction, in order to maintain compliance with ISO/IEC17799: 2000 and BS7799-2: 2002.

Security audits will be performed by independent entities: an independent manager accredited by the NISG Information Security consultant, internal audit, or a third-party company.

The results of these security audits, including details of non-compliance, will be formally documented, and any remedial improvements that are required will be actioned by the IT Manager or the IT Security Officer.

BS7799-2:2002 A.12.2.1 applies


15.2.2
Technical compliance checking 

Objective: information systems shall be regularly checked for compliance with security implementation standards.

The requirements and procedures for testing will be established by an appropriate manager in conjunction with the IT Manager or the IT Security Officer and the result of these activities regularly reviewed.

The date and time of tests and audits of operational systems will be planned and agreed in advance, so as to minimise the risk of disruption to NHS Scotland network systems or services.

Any recommendations from tests will be agreed and implemented, subject to agreement with an action plan process being detailed.

BS7799-2:2002 A.12.2.2 applies


15.3
Information systems audit considerations

Internal audit should include within their plans a review of compliance with IT security standards. Reviews will include computer systems, site installations and data storage facilities. The frequency of audit work will be based upon an assessment of risk and in accordance with the Strategic Audit Plan. An indication of good practice is set out in the NHS Audit Manual.

The advice in IT Security Manual Volume 16 Security Monitoring applies.

BS7799-2:2002 A.12.3 applies


15.3.1
Information systems audit controls 

System audit controls.  Audits of operational systems shall be planned and agreed such as to minimise the risk of disruptions to business procedures.  A copy of each Audit Report produced under these regulations will be presented to the Audit Committee and Chief Executive Officer of the NHS Scotland organisation. Where appropriate, the Chief Executive will authorise the release of Audit Reports to IT Security Officers and other interested parties.  The terms of reference for audit should include, as a minimum:

· audit requirements should be agreed with appropriate management;

· the scope of the checks should be agreed and controlled;

· the checks should be limited to read-only access to software and data;

· access other than read-only should only be allowed for isolated copies of system files, which should be erased when the audit is completed;

· IT resources for performing the checks should be explicitly identified and made available;

· requirements for special or additional processing should be identified and agreed;

· all access should be monitored and logged to produce a reference trail;

· all procedures, requirements and responsibilities should be documented.

BS7799-2:2002 A.12.3.1 applies


15.3.2
Protection of information systems audit tools

Access to system audit tools shall be protected to prevent possible misuse or compromise.

BS7799-2:2002 A.12.3.2 applies


Appendix A - BS7799 

BS 7799 is the British Standard on Information Security Management developed by the British Standards Institute and the Department of Trade and Industry with the co-operation of various public and private sector organisations, including healthcare.  There are two parts to the application of the standard:

Part 1 is a Code of Practice for information security management and provides a comprehensive set of security objectives and control requirements for those organisations seeking to demonstrate compliance with the British Standard.

Part 2 is a specification for information security management, suitable for certification of an organisation’s information security management system.

They provide a set of key controls considered necessary to comply with the standard and detailed guidance to assist in the implementation of information security.  However not all of the controls described are relevant to every situation, and do not take account of local environmental factors or technological constraints. The objective is “to provide organisations with a common basis for providing information security and to enable information to be shared between organisations”, which will be particularly significant with the increased electronic exchange of information.

Organisations seeking to be certified as complying to this British Standard will need to undertake a risk assessment to identify the control objectives and controls to be implemented, applicable to the organisation’s own needs. These are recorded in a Statement of Applicability, which would have to be freely available to internal managers, personnel and auditors as well as appropriate external organisations (eg certifiers).

However organisations need to be aware that certification does not imply achievement of specific levels of information security for its activities, products or services and compliance with BS7799 does not of itself confer immunity from legal obligations.

Although the NHS Executive’s Security & Data Protection Programme do not currently recommend that NHS organisations seek certification under BS7799, that British Standard has been developed by the DTI and BSI to provide a Code of Practice and Specification for Information Security Management.  The NHS Executive are currently considering the release of current and future versions for application in the NHS.  NHS Scotland have affirmed compliance with the principles of BS7799, and BS7799 standards have been incorporated into NHS Scotland’s IM&T Strategy and the strategy on eHealth.  This document cites the application of those standards and controls to IT procedures where relevant.  This document uses appropriate BS7799 references, and its references direct users to the most recent standard descriptor in BS7799.

Appendix B - Glossary

For the purposes of this document the following definitions apply:

	TERM
	DEFINITION

	access control
	The prevention of unauthorised use of a resource, including the prevention of use of a resource in an unauthorised manner

	accountability
	The property that will enable the originator of any action to be identified (whether the originator is a human being or a system)

	asset owner
	Individual or organisation having responsibility for specified information asset(s) and for the maintenance of appropriate security measures

	audit trail
	Data collected and potentially used to facilitate any reconstruction of events within the system

	authentication
	Corroboration of the origin and correctness of any part of the system

	authorisation
	The granting of rights, which includes the granting of access based on access rights

	availability
	Information is delivered to the right person, when it is needed

	confidentiality
	Data access is confined to those with specified authority to view the data

	CRAMM
	The CCTA Risk Analysis and Management Method

	data user
	Data user means a person who holds data, and a person" holds” data if:

	
	the data forms part of a collection of data processed or intended to be processed by or on behalf of that person

	
	and

	
	that person either along or jointly or in common with other persons controls the contents and use of the data comprised in the collection

	
	and

	
	the data are in the form in which they have been or are intended to be processed and with a view to being further so processed on a subsequent occasion Data Protection Act

	degauss
	To remove unwanted magnetic fields and effects from magnetic disks, tape or read/write heads

	denial of service
	The prevention of authorised access to resources or the delaying of time critical operations

	impact
	The embarrassment, harm, financial loss, legal or other damage which could occur in consequence of a particular security breach

	information security
	Protection of information for:

	
	confidentiality


	
	integrity

	
	availability

	integrity
	All system assets are operating correctly according to specification and in the way that the current user believes them to be operating

	NHS organisations
	All organisations providing health care services, including health authorities, special health authorities, trusts, general medical and dental practices

	password
	Confidential authentication information composed of a string of characters

	personal data
	Data consisting of information which relates to a living individual who can be identified from that information (or from that and other information in the possession of the Data User), including any expression of opinion about the individual but not any indication of the intentions of the Data User in respect of that individual Data Protection Act

	personal health data
	This is data as to the physical or mental health of an individual that is:held by a health professional

	
	or

	
	not held by a health professional but was first recorded by or for a health professional

[Orders in Council relating to the Data Protection Act]

	recovery
	Restoration of a system to its desired date following a failure in the operation of the system

	
	

	risk
	The likelihood of occurrence of a particular threat, with the degree of vulnerability to that threat and the potential consequence of the impact if the threat occurs 

	risk assessment
	Comprehensive concept for defining and assessing the potential impact of threats to, and vulnerabilities of, computer system assets and capabilities, and for supplying management with information suitable for a (risk management) decision in order to optimise investment in security countermeasures

	security audit
	A review and examination of system records and activities in order to test for adequacy of system controls, to ensure compliance with established policies and operational procedures, to detect security breaches and to recommend any indicated changes in control policy and procedures

	security breach
	Any event that has, or could have, resulted in loss or damage to NHS assets, or an action that is in breach of NHS security procedures

	security policy
	A statement of the set of rules, measures and procedures that determine the physical, procedural and logical security controls imposed on the management, distribution and protection of assets

	sensitivity
	A measure of importance assigned to information to denote its confidentiality

	special privilege
	Any feature or facility of a multi-user system that enables a user to override system or application controls

	threat
	An action or event that might prejudice security

	vulnerability
	A security weakness


Appendix C – References and Codes of Practice

The organisation also has legal obligations to maintain security and confidentially notably under the Data Protection Act (1998), Copyright, Design and Patents Act (1988) and Computer Misuse Act (1990).

Other Codes of Practice to protect confidentiality include:

	Code of Practice
	Title

	MEL 1996 (80)
	NHS-net Telecommunications Policy & Management

	MEL 1996 (72)
	The Year 2000

	MEL 1994 (100)
	Protecting the Confidentiality of Personal Health Information

	MEL 1994 (76)
	Telecommunications Policy & Management

	MEL 1994 (75)
	NHSiS IT Security Manual

	MEL 1993 (70)
	NHS Communications Systems

	MEL 1993 (59)
	NHSiS IT Policy

	MEL 1993 (152)
	Guidance for the Retention and Destruction of Health Records

	MEL 1992 (14)
	Safeguarding Confidentiality Identifiable Data / Contracting

	MEL 1992 (42)
	Confidentiality / Personal Data associated with contracts

	MEL 1992 (45)
	Computer Security Guidelines

	MEL 1992 (69)
	Access to NHS Health Records

	SEHD/CMO (2001) 15
	Confidentiality, Patient Records and Disease Registers 

	NHS circ. DGM 1992 (20)
	Security of Health records

	NHS 1991 (GEN) 31
	The Access to Health Records (steps to Secure Compliance and Complaints Procedures) (Scotland) Regulations 1991

	NHS circ. GEN 1991 (27)
	Access to Health Records

	SHHD/DGM (1991) 39
	Safeguarding the Confidentiality of Personal Data Associated with Contracts

	NHS HDL (2001) 1
	The Use of Personal Health Information, Submission of Records to Information Statistics Division, Disease Registers and the Confidentiality and Security Advisory Group for Scotland (CSAGS)

	NHS circ. GEN 1990 (22)
	Confidentiality of Personal Health Information

	Circ. SW1 (89)
	Confidentiality of Social Work Records

	Circ. SW2 (89)
	Access to Personal Files / Regulations

	SHHD/DGM (1991) 28
	Computer Software and Crown Copyright

	SHHD/DGM (1988) 47
	Computer Security

	SHHD/DGM (1987) 49
	Disclosed information about Hospital Patients in the Context of Civil Legal Proceedings

	BS7799
	British Standard Code of Practice for Information Security Management


Appendix D – Policy Statement and Letter

Letter and accompanying directive:

NHS SCOTLAND INFORMATION SECURITY POLICY

From the Chief Executive, NHS Scotland

NHS Scotland’s information is a valuable resource, which is increasingly being stored using information technology (IT).  Much of the information held is highly confidential, relating either to patents’ medical conditions or to NHS Scotland’s business strategy.  Tackling the threat to IT Security is a complex and difficult task which includes prevention, detection, investigation and where necessary disciplinary procedures.

The objective of IT Security is to preserve:

Confidentiality
to restrict access to the data to those with specific authority to view it and where appropriate change it;

Integrity
to ensure that the systems continue to operate to specification, that programs and data are not altered in an unauthorised manner, and that data are properly interpreted by the user;

Availability
to deliver data to the user where and when it is needed.
The failure to preserve any of the above can be extremely serious.  The impact of failure will need to be assessed using risk analysis techniques, the result of which may result in appropriate countermeasures being taken.
The increasing use of IT within NHS Scotland and the further development of our Information Strategy to support our nationally stated objectives make it necessary to take appropriate action to ensure that information systems, both existing and those procured or developed for use in NHS Scotland are operated and maintained in a safe and secure fashion.  A consistent NHS Scotland wide approach and the application of national standards to the security of health care data and systems will be required by all NHS Scotland personnel and indeed expected by the general public.

Throughout NHS Scotland, many staff are becoming totally dependent on the accuracy of the information that NHS Scotland and external systems provide to handle their workload.  The business needs of purchasers and providers place a different emphasis on requirements for confidentiality, integrity and availability of data, whilst moves to transmit information across networks of computers, including those in the primary care sector, stress the importance of the need for security.

The resources used for the development and operation of Information Systems in NHS Scotland are considerable and require a range of skills including IT Security expertise.

The purpose of setting down a single policy for IT Security for NHS Scotland is to reflect a single considered view of how NHS Scotland should approach the issues involved, how security should be assessed, what kind of security measures will provide appropriate security and how security should be managed.  The policy provides a clear statement of commitment to IT Security from Chief Executives and other Senior Management and gives a framework for action and expenditure.

All members of NHS Scotland staff will be expected to have read the IT Security Policy, and those supporting standards and procedures which are relevant to their post.  Failure to observe the policy may result in disciplinary action being taken against the offender.

If you are unsure of the meaning of any part of the Policy, please discuss it with your line manager.

(Signed)

KEVIN WOODS

Chief Executive

NHS Scotland

Appendix E – Incident Report Form (Example)

Please note that routine interceptions of viruses by AVS software/firewalls can be reported by volume in a monthly report.  Only virus incidents where the virus has breached the AVS/firewall should be reported in full. For other incidents, see the advice on reporting.

Top of Form

	Organisation
	

	Address
	

	System Name
	

	System Location
	

	Date of Incident
	

	Is the Incident Over?
	Yes               No

	Incident Type
	Disclosure of Information                                Modification of Information                          Denial/destruction of Information

	Success:
	Actual                Attempted
	Intent:
	Accidental                        Deliberate

	How significant was the incident?
	Insignificant                    Minor                        Significant                  Major                      Acute

	If virus incident - state name of virus
	

	Please explain how the incident occurred

	What Action was taken after the incident?

	What action is planned to help prevent a recurrence?

	Any other relevant information?

	Please print, sign and return form to: 

Gus Macdonald
NHS NSS
Gyle House
1 Gyle Square
EDINBURGH
EH 12 9EB
Tel: 0131 275 6678
Fax: 0131 375 7015
E-mail Gus Macdonald (gus.macdonald@nhs.net)
	Signature of Reporting Officer

	
	Signed
	

	
	Capitals
	

	
	Date
	

	
	Telephone
	

	
	Fax
	

	
	E-mail
	


� Information takes many forms, and includes data stored on computers, transmitted across networks, printed out or written on paper, sent by fax, stored on various media, or spoken in conversation and over the telephone.


� Access to all information systems must be controlled as required to ensure that only authorised users have access to the system and the information they are authorised to access.


� Effective precautions must be taken to prevent the infection of NHS Scotland computers by malicious software, or malware.  The latest versions of approved anti-virus programs must be installed on all systems and further updates implemented immediately they are available.  All systems must be updated to the latest identified secure patch or upgrade after these have been assured.


� Requirements include The � HYPERLINK "http://www.opsi.gov.uk/acts/acts1998/19980029.htm" \t "_blank" �Data Protection Act� 1998, The � HYPERLINK "http://www.opsi.gov.uk/acts/acts1990/Ukpga_19900018_en_1.htm" \t "_blank" �Computer Misuse Act� 1990, The Copyright Design and Patents Act 1988, the Freedom of Information (Scotland) Act 2002.


� This includes any event that may have compromised the confidentiality, integrity or availability of a system or its information.  Any potential security weaknesses should also be reported.


� The goal of NHS Scotland is that “non-repudiation” of any transaction or interaction with systems will be accomplished.  Full accountability for individual actions in pursuit of this aspiration will be reflected in this policy.


� Information takes many forms, and includes data stored on computers, transmitted across networks, printed out or written on paper, sent by fax, stored on various media, or spoken in conversation and over the telephone.
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